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Abstract: This paper deals with the existence of almost automorphic solutions to a nonhomogeneous singular system of differential equations

\[ E u'(t) + F u(t) = g(t), \text{ for all } t \in \mathbb{R}, \]

where \( E, F \) are \( m \times m \)-square matrices with complex entries such that: \( \det(E) = 0 \), \( \det(F) \neq 0 \) and \( g \) is an almost automorphic function. To do this, we make use of various tools and techniques from functional analysis. To illustrate our abstract results, we discuss some examples.
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1. INTRODUCTION

Nearly a century ago, the concept of periodicity was in full swing. It was not until 1925 that the work of the Danish mathematician Harald August Bohr gave rise to the concept of almost periodicity. This concept comes to generalize the notion of periodicity. At first glance, a periodic function is a function that repeats its values at regular intervals or periods. This paper begins with the introduction of periodic, almost periodic and almost automorphic functions. Several classical examples show that the almost periodic functions are a generalization of periodic functions and that the almost automorphic functions are a generalization of almost periodic functions.

Several interesting works deal with the concept of almost automorphy, namely the book by Diagana [8] and that of N’Guérékata [12] and the series of papers by Shen and Yi [14].

In this Thesis, we study the following system of singular differential equations,

\[ E u'(t) + F u(t) = g(t), \text{ for all } t \in \mathbb{R}, \]  

where \( E, F \) are \( m \times m \) square matrices with complex entries and the function \( g(t) \) is an almost automorphic function. In this work, we suppose that \( E \) is singular (\( \det(E) = 0 \)) and that \( F \) is invertible.

In view of the problem, in this paper, we shall examine the following point: under what conditions does (1.1) have an almost automorphic (mild, classical) solution, possibly unique?

Several methods and techniques are used for the resolution to Eq. (1.1). In our case, we use a lot of the techniques developed in the paper of Diagana and Mbayé [9].

It should be noted that the concept of almost automorphy was initiated by Bochner (1955). Most of the definitions and concepts used in this section come from the books by Diagana [8] and that of N’Guérékata [12]. For more on these classes of functions and related issues, we refer the reader to the above-mentioned books.

In the sequel, the notation \( (\mathcal{X}, , \| \cdot \|) \) stands for a Banach space. Similarly, \( B(\mathbb{R}, \mathcal{X}), C(\mathbb{R}, \mathcal{X}) \) and \( BC(\mathbb{R}, \mathcal{X}) \) which stand respectively for the family of bounded functions from \( \mathbb{R} \) to \( \mathcal{X} \),
the family of continuous functions from \( \mathbb{R} \) to \( X \) and the Banach space of bounded continuous functions from \( X \) to \( Y \), equipped with corresponding sup norm defined by 

\[ \|f\|_\infty := \sup \|f(t)\|. \]

In doing so, this paper is organized in six sections, the first being the present introduction. In the second section, we define the concept of almost automorphic function and give its different properties. In the third section, we study the conditions under which we obtain the existence of automorphic solutions to Eq. (1.1). In the fourth section, we use an example to illustrate our results. Finally, in conclusion, we discuss future work and open problems.

1.1. Periodic and Almost Periodic Functions

In this subsection we recall the concepts of periodicity and almost periodicity, particular cases of almost automorphy.

**Définition 1.1.1.** If \( f : \mathbb{R} \rightarrow X \) is a function, we denote the translate of \( f \) by \( s \in \mathbb{R} \) the function defined by

\[ R_s f(t) := f(t + s), \quad \forall t \in \mathbb{R}. \]

**Définition 1.1.2 (Periodic Function).** A function \( f \in C(\mathbb{R}, X) \) is said to be periodic, if there exists \( \tau \in \mathbb{R} \), such that:

\[ R_{-\tau} f(t) = f(t), \quad \text{for all} \ t \in \mathbb{R}. \]  \hspace{1cm} (1.2)

In this case, \( \tau \) is called a period of the function \( f \).

**Exemple 1.1.1.** Functions such as \( f(t) = \frac{1}{2} \sin(2t) \), \( h(\theta) = 1 - \cos(\theta) \), \( g(x) = -2\cos(4x + 5) \) and \( \cos(t) - \cos(t) + i\sin(t) \) are periodic. It is easy to verify that the number \( \tau \) exists for each of these three functions.

The graphs of the periodic function \( \sin \) (in blue) and \( \cos \) (in red) are given in Fig. 1.

**Exemple 1.1.2.** Let us take the function defined as follows:

\[ f(t) = \sin(\sqrt{2}t) + \sqrt{3} \cos t. \]  \hspace{1cm} (1.3)

The function in Eq. (1.1.2), although continuous, is not periodic.

![Figure 1. Graphs of the 2π periodic functions Cosine and Sine](image)

**Définition 1.1.3 ([3, 11]).** Let \( f \in C(\mathbb{R}, X) \). We say that \( f \) is (Bohr) almost periodic function if for each \( \epsilon > 0 \), there exists \( \tau(\epsilon) > 0 \), such that \( \forall \ a \in I, \exists \tau \in [a, a + \tau] \) with the property:

\[ \sup_{\tau \in \mathbb{R}} \| R_{-\tau} f(t) - f(t) \|_\infty < \epsilon. \]  \hspace{1cm} (1.4)

\( \tau \) is then called an \( \epsilon \)-period or \( \epsilon \)-translation.

The collection (space) of almost periodic functions \( f : \mathbb{R} \rightarrow X \) will be denoted \( AP(\mathbb{R}, X) \) or simply \( AP(X) \).

Let us recall that a trigonometric polynomial is any function of the following form:

\[ T_n(t) = \sum_{k=0}^{n} a_k e^{i\lambda_k t}, \]

\[ = \sum_{k=0}^{n} a_k (\cos(\lambda_k t) + i \sin(\lambda_k t)), \]  \hspace{1cm} (1.5)

where \( \lambda_k \in \mathbb{R} \); \( a_k \in \mathbb{C} \).

**Définition 1.1.4 ([7]).** A function \( f \in AP(X) \) if and only if there exists a trigonometric polynomial \( T_n \) such that:

\[ \lim_{n \rightarrow \infty} \| f(t) - T_n(t) \| = 0. \]  \hspace{1cm} (1.6)
Définition 1.1.5 (Bochner [2]). Let $f \in BC(\mathbb{R}, X)$. We say that $f$ is a (Bochner) almost periodic function if for any sequence $(s_n)_{n \in \mathbb{N}}$ of real numbers, there exists a subsequence $(s_{n_k})_{k \in \mathbb{N}}$ such that $f(t + s_{n_k})$ converges uniformly in $t \in \mathbb{R}$, i.e., there exists $g \in BC(\mathbb{R}, X)$ such that:

$$\lim_{n \to \infty} \sup_{t \in \mathbb{R}} \|f(t + s_{n_k}) - g(t)\| = 0.$$  

(1.7)

Théorème 1.1.1 ([2]). A function $f \in BC(\mathbb{R}, X)$ is Bohr almost periodic if and only if it is Bochner almost periodic.

Remarque 1.1.1. There exist almost periodic functions that are not periodic functions.

Figure 2. Graph of the function 1.1.2

Proof. In what follows we give an example of an almost periodic function which is not periodic. So, set $f(t) = e^{it} + e^{i\pi t}$ and suppose that there exists a number $\tau \in \mathbb{R}$, such that

$$R_\tau f(t) = f(t), \forall t \in \mathbb{R}.$$  

Then we have what follows:

$$R_\tau f(t) := f(\tau + t) = f(t).$$

Therefore,

$$e^{i(\tau + t)} + e^{i\pi(\tau + t)} = e^{it} + e^{i\pi t},$$

$$e^{i(\tau + t)} - e^{it} + e^{i\pi(\tau + t)} - e^{i\pi t} = 0,$$

$$(e^{i\tau} - 1)e^{it} + (e^{i\pi \tau} - 1)e^{i\pi t} = 0.$$  

(1.8)

Since $e^{it}$ and $e^{i\pi t}$ are linear independent, then $e^{i\tau} - 1 = 0$ and $e^{i\pi \tau} - 1 = 0$ which imply that, $e^{i\tau} = 1, e^{i\pi \tau} = 1$. Therefore, $\tau$ must satisfy the conditions that $e^{i\tau} = e^{i\pi \tau}$. Then we have $\tau = 2k\pi, \pi \tau = 2h\pi$ where $k$ and $h$ are integers. This means that

$$\begin{cases} \tau = 2k\pi, \\
\tau = 2h\frac{\pi}{2} = 2h 
\end{cases}$$

which is impossible. Consequently, $f$ is almost periodic and not periodic.

It should be mentioned that if the convergence in Definition 1.1.1 is uniform in, $t \in \mathbb{R}$, then we get the almost periodicity of the function $f$. Thus, the concept of almost automorphy is more general than the concept of almost periodicity.

Example 1.1.3. Here are the most common examples of almost automorphic functions:

- Every almost periodic function is almost automorphic function.
- $f(t) = \cos \left( \frac{1}{p(t)} \right)$, where $p(t) = 2 + \sin \alpha t + \sin \beta t$ with $\alpha \beta^{-1}$ is an irrational number.
- The famous example from Veech ([12]),

$$f(t) = \frac{2 + e^{it} + e^{it\sqrt{2}}}{2 + e^{it} + e^{it\sqrt{2}}} \text{ for all } t \in \mathbb{R}.$$  

(1.9)

The collection (space) of almost automorphic functions $f : \mathbb{R} \to X$ will be denoted $AA(\mathbb{R}, X)$ or simply $AA(X).

1.2. Properties of Almost Automorphic Functions

In this subsection, we discuss basic properties of almost automorphic functions.
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\textbf{Théorème 1.2.1.} If $f \in AA(X), \alpha, \beta \in \mathbb{R}$, then:

(i) $\alpha f \in AA(X)$;

(ii) $t \mapsto f(\alpha + t) \in AA(X)$;

(iii) $t \mapsto f(\alpha t) \in AA(X)$, in particular $t \mapsto f(-t) \in AA(X)$.

\textit{Proof.} Let $(s_n')_{n \in \mathbb{N}}$ be a sequence of real numbers. Since $f \in AA(X)$, we can extract a subsequence $(s_n)_{n \in \mathbb{N}} \subset (s_n')_{n \in \mathbb{N}}$, such that:

$$\lim_{n \to \infty} f(t + s_n) = g(t)$$

and

$$\lim_{n \to \infty} g(t - s_n) = f(t)$$

for each $t \in \mathbb{R}$.

(i) Clearly,

$$\lim_{n \to \infty} \alpha f(t + s_n) = \alpha \lim_{n \to \infty} f(t + s_n) = \alpha g(t)$$

and

$$\lim_{n \to \infty} \alpha g(t - s_n) = \alpha \lim_{n \to \infty} g(t - s_n) = \alpha f(t),$$

for each $t \in \mathbb{R}$.

Thus $\alpha f \in AA(X)$.

And

(ii) Let us prove that $t \mapsto f_{\alpha} := f(\alpha + t) \in AA(X)$.

$$f_{\alpha}(t + s_n) = f(\alpha + t + s_n), \text{ put } \alpha + t = s, \text{ then it follows}$$

$$\lim_{n \to \infty} f_{\alpha}(t + s_n) = \lim_{n \to \infty} f(\alpha + t + s_n) = \lim_{n \to \infty} f(s + s_n)$$

$$= g(s) = g(\alpha + t)$$

and

$$g(t - s_n) = f(\alpha + t - s_n), \text{ then it follows}$$

$$\lim_{n \to \infty} g(t - s_n) = \lim_{n \to \infty} g(\alpha + t - s_n) = \lim_{n \to \infty} g(s - s_n)$$

$$= f_{\alpha}(s) = f(\alpha + t),$$

for $t \in \mathbb{R}$.

Hence, $t \mapsto f(\alpha + t) \in AA(X)$.

(iii) Let us prove that $t \mapsto f(\alpha t) \in AA(X)$.

$$f(\alpha(t + s_n)) = f(\alpha - \alpha s_n), \text{ put } \alpha s_n = \sigma_n, \text{ then it follows}$$

$$\lim_{n \to \infty} f(\alpha(t + s_n)) = \lim_{n \to \infty} f(\alpha - \sigma_n) = g(\alpha t)$$

$$g(\alpha(t - s_n)) = g(\alpha - \alpha s_n), \text{ then it follows}$$

$$\lim_{n \to \infty} f(\alpha(t - s_n)) = \lim_{n \to \infty} g(\alpha - \alpha \sigma_n) = f(\alpha t),$$

for $t \in \mathbb{R}$.

In particular if $\alpha = -1$, then $t \mapsto f(-t) \in AA(X)$. 
**Théorème 1.2.2.** Let \( f, g \in AA(X) \), then \( f + g \) belongs to \( AA(X) \).

**Proof.** Since \( f \in AA(X) \), for any sequence \( (s'_n)_{n \in \mathbb{N}} \) of real numbers, we can extract a subsequence \( (s'_n)_{n \in \mathbb{N}} \) of \( (s''_n)_{n \in \mathbb{N}} \) such that

\[
\lim_{n \to \infty} f(t + s'_n) = h_1(t)
\]

and

\[
\lim_{n \to \infty} h_1(t - s'_n) = f(t)
\]

for each \( t \in \mathbb{R} \).

Since \( g \in AA(X) \), we can extract a subsequence \( (s_n)_{n \in \mathbb{N}} \) of \( (s'_n)_{n \in \mathbb{N}} \) such that

\[
\lim_{n \to \infty} g(t + s_n) = h_2(t)
\]

and

\[
\lim_{n \to \infty} h_2(t - s_n) = g(t)
\]

for each \( t \in \mathbb{R} \).

Let us put \( h = f + g \).

Now,

\[
(f + g)(t + s_n) = f(t + s_n) + g(t + s_n), \text{ then it follows}
\]

\[
(f + g)(t + s_n) = f(t + s_n) + g(t + s_n), \text{ then it follows}
\]

\[
\lim_{n \to \infty} h(t + s_n) = \lim_{n \to \infty} [f(t + s_n) + g(t + s_n)]
\]

\[
= \lim_{n \to \infty} f(t + s_n) + \lim_{n \to \infty} g(t + s_n)
\]

\[
= h_1(t) + h_2(t)
\]

\[
= \varphi(t) \text{ (by putting } \varphi = h_1 + h_2) \]

and

\[
\varphi(t - s_n) = h_1(t - s_n) + h_2(t - s_n), \text{ then it follows}
\]

\[
\lim_{n \to \infty} \varphi(t - s_n) = \lim_{n \to \infty} [h_1(t - s_n) + h_2(t - s_n)]
\]

\[
\lim_{n \to \infty} \varphi(t - s_n) = \lim_{n \to \infty} h_1(t - s_n) + \lim_{n \to \infty} h_2(t - s_n)
\]

\[
= f(t) + g(t).
\]

for each \( t \in \mathbb{R} \), hence \( h = f + g \in AA(Y) \).

**Théorème 1.2.3.** If \( f \in AA(X) \), then \( f \) is a bounded, that is

\[
\sup_{t \in \mathbb{R}} \|f(t)\| = M < \infty. \tag{1.10}
\]

**Proof.** This proof is taken from 12.

Let us prove it by contradiction. Suppose that \( \sup_{t \in \mathbb{R}} \|f(t)\| = \infty \), then there exists a sequence of reals \( (s'_n)_{n \in \mathbb{N}} \) such that \( \lim_{n \to \infty} \|f(s'_n)\| = \infty \).

Since, we know by hypothesis that \( f \in AA(X) \), we can then extract a subsequence \( (s''_n)_{n \in \mathbb{N}} \), such that \( \lim_{n \to \infty} f(s_n) = \alpha \) exists, this implies that \( \lim_{n \to \infty} \|f(s_n)\| = \|\alpha\| = M < \infty \), which contradicts our hypothesis.

**Théorème 1.2.4.** 12. The space \((AA(X), \|\cdot\|_\infty)\) is a Banach space.
1.3. Additional Properties of Almost Automorphic Functions

In subsection 1.2, we have listed some of the elementary properties (addition, multiplication) of almost automorphic functions. In this subsection, we study other ways to construct almost automorphic functions from a given almost automorphic function.

Théorème 1.3.1 ([12]). Let $X, Y$ be two Banach spaces such that $f : \mathbb{R} \rightarrow X$ is an almost automorphic function. If $h : X \rightarrow Y$ is a continuous function, then the composition function defined by

$$(h \circ f)(t) := h(f(t)) : \mathbb{R} \rightarrow Y$$

belongs to $AA(\mathbb{R}, Y)$.

Proof. Let us take $(s'_n)_{n \in \mathbb{N}}$ an arbitrary sequence of real numbers. Since $f \in AA(X)$, there exists a subsequence $(s_n)_{n \in \mathbb{N}} \subset (s'_n)_{n \in \mathbb{N}}$ such that $g(t) := \lim_{n \to \infty} f(t + s_n)$ and $f(t) = \lim_{n \to \infty} g(t - s_n)$, for all $t \in \mathbb{R}$.

Let us consider:

$$(h \circ f)(t + s_n) = h(f(t + s_n)), \text{ Since } h \text{ is continuous, then}$$

$$\lim_{n \to \infty} (h \circ f)(t + s_n) = \lim_{n \to \infty} h(f(t + s_n))$$

$$= h \left( \lim_{n \to \infty} f(t + s_n) \right)$$

$$= h(g(t))$$

$$:= (h \circ g)(t).$$

and similarly, let us consider:

$$(h \circ g)(t - s_n) = h(g(t - s_n)), \text{ Since } h \text{ is continuous, then}$$

$$\lim_{n \to \infty} (h \circ g)(t - s_n) = \lim_{n \to \infty} h(g(t - s_n))$$

$$= h \left( \lim_{n \to \infty} g(t - s_n) \right)$$

$$= h(f(t))$$

$$:= (h \circ f)(t)$$

for each $t \in \mathbb{R}$, hence $(h \circ f) \in AA(Y)$.

Lemme 1.3.1 ([12]). Let $(f_n)_{n \in \mathbb{N}}$ be a sequence of almost automorphic functions such that there exists a function $f \in C(\mathbb{R}, X)$ with $\|f_n - f\|_{\infty} \to 0$, as $n \to \infty$ then $f \in AA(X)$.

Théorème 1.3.2. Let $f \in AA(X)$ and suppose that its derivative $f'$ exists and is uniformly continuous on $\mathbb{R}$. Then $f' \in AA(X)$.

Proof. By assumption, $f$ is almost automorphic. Suppose that $f'$ a uniformly continuous, i.e. for every real number $\varepsilon > 0$ there exists $\delta > 0$ such that for every $t_1, t_2 \in X$ with $|t_1 - t_2| < \delta$, we have that $||f(t_1) - f(t_2)|| < \varepsilon$.

Take an arbitrary $t \in \mathbb{R}$ and $\delta = \frac{1}{n}$, we get:

$$n \int_{0}^{\frac{1}{n}} (f'(t+s) - f'(t)) \, ds = n \left( f \left( t + \frac{1}{n} \right) - f(t) \right) - f'(t).$$

Then it follows:

$$\left\| n \left( f \left( t + \frac{1}{n} \right) - f(t) \right) - f'(t) \right\| \leq n \int_{0}^{\frac{1}{n}} ||f'(t+s) - f'(t)|| \, ds$$

We have $|t + s - t| = s < \frac{1}{n} \leq \delta$.

Put $(f_n) = n \left( f \left( t + \frac{1}{n} \right) - f(t) \right) - f'(t)$.

$\forall \delta > \frac{1}{n}, \forall n > E \left( \frac{1}{\delta} \right) + 1$, where $E(x)$ is the integer part of $x$, i.e. is the biggest integer that is less or equal than $x$.

We then obtain $|f_n - f'(t)| \leq \varepsilon$, that implies that $\lim_{n \to \infty} f_n(t) = f'(t)$.

So, $f_n$ is a sequence of almost automorphic function, by using Lemma 1.3.1 we conclude that $f'$ is also almost automorphic.

Théorème 1.3.3 ([Bugajewski-Diagania [5], Theorem 4.5 in [5]]). Let $f \in AA(X)$. If $h \in L^1(\mathbb{R})$, where $L^1(\mathbb{R})$ is a vector space of classes of functions once integrable in the sense of Lebesgue in $\mathbb{R}$. Then the convolution product defined by

$$(f * h)(t) := \int_{-\infty}^{\infty} f(\sigma) h(t - \sigma) \, d\sigma$$
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Let us consider the integral

\[(f \ast h)(t + s_n) = \int_{-\infty}^{\infty} f(t - \sigma + s_n)h(\sigma)\,d\sigma \text{ for all } t \in \mathbb{R}.\]

Clearly \(\|f(t - \sigma + s_n)h(\sigma)\| \leq \|f\| \|h(\sigma)\|\) for each \(t, \sigma \in \mathbb{R}\).

\[
\lim_{n \to \infty} (f \ast h)(t + s_n) = \lim_{n \to \infty} \int_{-\infty}^{\infty} f(t - \sigma + s_n)h(\sigma)\,d\sigma
\]

\[
= \int_{-\infty}^{\infty} \lim_{n \to \infty} f(t - \sigma + s_n)h(\sigma)\,d\sigma \quad \text{(by Lebesgue's dominated convergence theorem)}
\]

\[
= \int_{-\infty}^{\infty} g(t - \sigma)h(\sigma)\,d\sigma
\]

\[
:= (g \ast h)(t)
\]

and similarly, let us consider:

\[(g \ast h)(t - s_n) = \int_{-\infty}^{\infty} g(t - \sigma - s_n)h(\sigma)\,d\sigma \text{ for all } t \in \mathbb{R}.\]

Clearly \(\|g(t - \sigma - s_n)h(\sigma)\| \leq \|g\| \|h(\sigma)\|\) for each \(t, \sigma \in \mathbb{R}\).

\[
\lim_{n \to \infty} (g \ast h)(t - s_n) = \lim_{n \to \infty} \int_{-\infty}^{\infty} g(t - \sigma - s_n)h(\sigma)\,d\sigma
\]

\[
= \int_{-\infty}^{\infty} \lim_{n \to \infty} g(t - \sigma - s_n)h(\sigma)\,d\sigma \quad \text{(by Lebesgue's dominated convergence theorem)}
\]

\[
= \int_{-\infty}^{\infty} f(t - \sigma)h(\sigma)\,d\sigma
\]

\[
:= (f \ast h)(t).
\]

for each \(t \in \mathbb{R}\), hence \((f \ast h) \in AA(X)\).

**Théorème 1.3.4 (15).** Let \(f \in AA(\mathbb{R})\). Then the integral

\[F(t) = \int_{0}^{t} f(s)\,ds\]

belongs to \(AA(\mathbb{R})\) if and only if \(F\) belongs to \(B(\mathbb{R})\).

**Proof.** If we suppose that \(F\) is almost automorphic, clearly \(F\) is bounded.

Now, if we suppose the converse, i.e., we suppose that \(F\) is bounded, that is \(\|F(s)\| < M < \infty\) or \(\sup_{t \in \mathbb{R}} M < \infty\) for \(t \in \mathbb{R}\), and prove that \(F\) is almost automorphic.

Let \((s'_n)_{n \in \mathbb{N}}\) be a sequence of real numbers.

Since \(f \in AA(X)\), we can then extract a subsequence \((s_n)_{n \in \mathbb{N}}\) of \((s'_n)_{n \in \mathbb{N}}\) such that:

\[
\lim_{n \to \infty} f(s + s_n) = g(s)
\]

and

\[
\lim_{n \to \infty} g(s - s_n) = f(s), \text{ for all } s \in \mathbb{R}.
\]

Let us consider the integral
It yields,

\[ I = \int_{t_0}^{t_1} f(s + s_n) \, ds. \]  \hspace{1cm} (1.11)

By putting \( s + s_n = \sigma \), we obtain then:

\[ I = \int_{s_n}^{t_1+s_n} f(\sigma) \, d\sigma \]
\[ = F(t + s_n) - F(s_n), \]

where \( F \) is the primitive of \( f \).

Therefore,

\[ \int_{0}^{t} f(s + s_n) \, ds = F(t + s_n) - F(s_n). \]

which yields

\[ F(t + s_n) = F(s_n) + \int_{0}^{t} f(s + s_n) \, ds. \]  \hspace{1cm} (1.12)

By introducing the limite, as \( n \) tends to infinity, we have:

\[ \lim_{n \to \infty} F(t + s_n) = \lim_{n \to \infty} F(s_n) + \lim_{n \to \infty} \int_{s_n}^{t} f(s + s_n) \, ds \]
\[ = \lim_{n \to \infty} F(s_n) + \int_{0}^{t} \lim_{n \to \infty} f(s + s_n) \, ds \]
\[ = K_1 + \int_{0}^{t} g(s) \, ds \text{ since the limit } \lim_{n \to \infty} F(s_n) \text{ exists and } f \in AA(\mathbb{R}) \]
\[ = p(t). \]

Let us consider now the \( p(t - s_n) \).

Therefore, using (1.11) and (1.12), we have: \( p(t - s_n) = p(s_n) + \int_{0}^{t} g(s) \, ds \) Now, let us compute the limit of \( p(t - s_n) \):

\[ \lim_{n \to \infty} p(t - s_n) = \lim_{n \to \infty} p(s_n) + \int_{0}^{t} \lim_{n \to \infty} g(s - s_n) \, ds \]
\[ = K_2 + \int_{0}^{t} f(s) \, ds \]
\[ = G(t). \]

Let us prove now that \( K_2 \) is null. If we should prove that, the we would establish that \( F(t) \) is almost automorphic, which means:

\[ \lim_{n \to \infty} \lim_{n \to \infty} \text{ exists for all } t \in \mathbb{R}. \]

Let us denote the operation of taking double limite by \( \mathcal{A} \), i.e.

\[ \mathcal{A} F(t) = G(t) \text{ that implies } \mathcal{A} \mathcal{A} F(t) = \mathcal{A}^2 F(t) = \mathcal{A} G(t) \]
\[ = K_2 + K_2 + F(t). \]

By induction, we have:

\[ \mathcal{A}^n F(t) = nK_2 + F(t) \]

and

\[ |\mathcal{A}^n F(t)| \leq M, \text{ for } t \in \mathbb{R}. \]

It yields,

\[ |\mathcal{A}^n F(t)| = |nK_2 + F(t)| \]
\[ |\mathcal{A}^n F(t)| = |nK_2| + |F(t)| \]

So \( |nK_2| \leq |\mathcal{A}^n F(t)| + |F(t)| \leq M + M \leq 2M. \)

This gives contradiction if \( K_2 \neq 0 \), because the left-hand side will become larger and larger as \( n \) increases.

Hence \( K_2 = 0 \), so \( \lim_{n \to \infty} = F(t) \).
Therefore, we have just established that $F$ is almost automorphic.

2. **Mains Results**

2.1. **Mild and Classical Solutions**

Consider the differential equation

$$u'(t) = Au(t) + f(t), \ t \in \mathbb{R}$$

(2.1)

where $A$ is an $n \times n$ square matrix and $f : \mathbb{R} \rightarrow X$ is a continuous function.

**Définition 2.1.1.** A continuous function $u : \mathbb{R} \rightarrow C^n$ is said to be a **classical solution** to (2.1) if $u$ is of class $C^1$ and (2.1) holds.

**Définition 2.1.2.** A continuous function $u : \mathbb{R} \rightarrow C^n$ is called a **mild solution** to (2.1) if

$$u(t) = e^{A(t-r)}u(r) + \int_r^t e^{A(t-s)}f(s)ds \quad \text{for all} \ t, s \in \mathbb{R}, \ t \geq s.$$

**Résultat** 2.1.1. 1. Any classical solution $u$ to (2.1) is a mild solution.

2. A mild solution $u$ to (2.1) is a classical solution if and only if $u$ is of class $C^1$.

In view of the above, it is easy to see that every mild solution to Eq. (2.1) is a classical solution.

Such a mild/classical solution will be called a solution.

2.2. **Existence of Almost Automorphic Solutions**

In this subsection, we discuss the existence of almost automorphic solutions to the following singular systems of differential equations:

$$Eu'(t) + Fu(t) = g(t), \text{for all} \ t \in \mathbb{R},$$

(2.2)

where $E, F \in M(m, C)$ where $\det(E) = 0$ and $\det(F) \neq 0$, and $g \in AA(C^m)$.

2.2.1 **Resolution of the problem**

Let us define the matrix $T = EF^{-1} : C^m \rightarrow C^n$.

Following Favini et al. ([7]) and letting

$$Fu(t) = v(t),$$

(2.3)

then we have:

$$F^{-1}Fu(t) = F^{-1}v(t), \quad \text{(since } F \text{ is invertible)}$$

$$u(t) = F^{-1}v(t).$$

Taking the derivative, we have:

$$u'(t) = F^{-1}v'(t),$$

$$Eu'(t) = EF^{-1}v'(t).$$

Hence

$$Eu'(t) = Tv'(t).$$

We reduce Eq. (2.2) to the following equation:

$$Tv'(t) + v(t) = g(t), \text{ for all } t \in \mathbb{R}.$$  

(2.4)

The restriction of $T$ to its range (i.e. $\mathcal{R}(T) = X_1$) is invertible. Hence, we can write $T$ as the following block diagonal matrix
where $M$ and the zero matrix, are $k \times k$ square matrices on $X_k$, with $k$ is the rank of the matrix $T$.

Since $T$ is a square matrix, then it generates a $C_0$-semigroup on $X_k$.

Hence, it is possible to decompose (using the block diagonal form of $T$) $g$ respectively through the projection $P_{X_1}$ onto $X_1$ and the projection $P_{X_2}$ onto $X_2$ ($N(T) = X_2$).

$g = \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} = \begin{pmatrix} P_{X_1}g \\ P_{X_2}g \end{pmatrix}$, that implies that:

$$
\begin{pmatrix} M^{-1} & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}' + \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = \begin{pmatrix} g_1 \\ g_2 \end{pmatrix}.
$$

We can now write Eq. (2.4) in the following form:

$$
\begin{cases}
M^{-1}v_1'(t) + v_1(t) = g_1(t), \\
v_2(t) = g_2(t)
\end{cases}
$$

where $v_1(t)$ and $v_2(t)$ are $m \times 1$ vectors.

We note that the system of equations in $v_1(t)$ in Eq. (2.5), and its mild solution $v(t) = \begin{pmatrix} v_1(t) \\ v_2(t) \end{pmatrix}$ is given as follows:

$$
\begin{cases}
v_1(t) = e^{-M(t-\sigma)}v_1(\sigma) + M \int_{\sigma}^{t} e^{-M(t-\sigma)}g_1(s)ds, \\
v_2(t) = g_2(t)
\end{cases}
$$

for all $t, \sigma \in \mathbb{R}$ and $t \geq \sigma$.

By multiplying the system (2.6) by the quantity $e^{-\alpha t}$, we notice that the problem is equivalent to the following system:

$$
\begin{cases}
e^{-\alpha t}v_1(t) = e^{-M(t-\alpha)(t-\sigma)}(e^{-\alpha t}v_1(\sigma)) + M \int_{\sigma}^{t} e^{-M(t-\alpha)(t-\sigma)}(e^{-\alpha s}g_1(s))ds, \\
e^{-\alpha t}v_2(t) = e^{-\alpha t}g_2(t)
\end{cases}
$$

for all $t, \sigma \in \mathbb{R}$ and $t \geq \sigma$.

As mentioned in [1], we can always choose $\alpha > 0$ so that $e^{-(M-\alpha)t}$ is exponentially stable, i.e. the choice of $\alpha$ must be made so that there exist $K \geq 1$ and $\omega > 0$, such that:

$$
\|e^{-Mt}\| \leq K e^{-\omega t} \text{ for all } t \geq 0.
$$

**Théorème 2.2.1.** Under previous assumptions, if $g \in AA(C^m)$, then Eq. (2.2) has a unique almost automorphic solution.

**Proof.** We are going to proceed in three steps: (i) we prove existence of a solution, (ii) we prove that the solution is almost automorphic, and (iii) we prove the uniqueness of the solution.

- **Existence**
  From Eq. (2.3), we have the following:

$$
M^{-1}Mv_1'(t) + Mv_1(t) = Mg_1(t),
$$

$$
v_1'(t) + Mv_1(t) = Mg_1(t).
$$

Let us now multiply the equation by $e^{Mt}$, we get then:

$$
e^{Mt}v_1'(t) + e^{Mt}Mv_1(t) = e^{Mt}Mg_1(t).
$$

On the other hand,

$$
(e^{Mt}v_1(t))' = e^{Mt}v_1'(t) + Me^{Mt}v_1(t).
$$
Then, we have
\[
\left( e^{Mt}v_1(t) \right)' = e^{Mt}Mg_1(t),
\]
\[
\int_0^t e^{Ms}v_1(s)\,ds = e^{Mt}Mg_1(t),
\]
\[
e^{Ms}v_1(s)|_0^t = M \int_0^t e^{Ms}g_1(s)\,ds,
\]
\[
e^{Mt}v_1(t) = e^{M\sigma}v_1(\sigma) + M \int_0^t e^{Ms}g_1(s)\,ds.
\]

Therefore,
\[
v_1(t) = e^{-M(t-\sigma)}v_1(\sigma) + M \int_0^t e^{-M(t-s)}g_1(s)\,ds.
\]

Almost automorphy of the solution

The solution expression of (2.5) is given by \(v_1\) and \(v_2\). To prove that this solution is almost automorphic, we must prove that \(v_1\) and \(v_2\) are almost automorphic.

Now, \(v_2\) is clearly almost automorphic given the almost automorphy of \(g_2\). We now have to prove that \(v_1\) is almost automorphic.

It can be shown the only bounded mild solution to Eq.(2.5) for \(v_1\) is given by:
\[
v_1(t) = M \int_{-\infty}^t e^{-M(t-s)}g_1(s)\,ds = MC(t).
\]
for all $t \in \mathbb{R}$.

Now consider

$$G(t + s_n) = \int_{-\infty}^{t+s_n} e^{-M(t+s_n-s)}g_1(s)ds$$

By putting $\sigma = s - s_n$, we obtain:

$$G'(t + s_n) = \int_{-\infty}^{t} e^{-M(t-\sigma)}g_1(\sigma + s_n)d\sigma = \int_{-\infty}^{t} e^{-M(t-\sigma)}g_n(\sigma)d\sigma$$

where $(g_n)_{n \in \mathbb{N}}$.

We have also

$$\|G(t + s_n)\| \leq K \|g_1\|_\infty, \forall n \in \mathbb{N}.$$ 

and by continuity of semigroup, $e^{-M(t-\sigma)}g_n(\sigma) \rightarrow e^{-M(t-\sigma)}h(\sigma)$, as $n \rightarrow \infty$ for each $\sigma \in \mathbb{R}$ and any $t \geq \sigma$.

$$\lim_{n \rightarrow \infty} G(t + s_n) = \lim_{n \rightarrow \infty} \int_{-\infty}^{t} e^{-M(t-\sigma)}g_n(\sigma)d\sigma.$$ 

Using Lebesgue’s dominated convergence theorem, we obtain:

$$\lim_{n \rightarrow \infty} G(t + s_n) = \int_{-\infty}^{t} e^{-M(t-\sigma)} \lim_{n \rightarrow \infty} g_n(\sigma)d\sigma \quad \text{(By continuity of the semigroup)}$$

$$= \int_{-\infty}^{t} e^{-M(t-\sigma)}h(\sigma)d\sigma \quad \text{(By using \ref{2.9})}$$

$$= y(t), \forall t \in \mathbb{R}.$$ 

We can show by similar way that

$$y(t - s_n) \rightarrow G(t) \quad \text{as} \quad n \rightarrow \infty,$$

for each $t \in \mathbb{R}$. This shows that $G \in AA()$.

This means that $y(t - s_n) \rightarrow G(t)$ as $n \rightarrow \infty$. Hence, $G(t)$ is an almost automorphic function.

Since $M$ is a continuous transformation, then $v_1 = MG(t)$ is is almost automorphic. This concludes the proof.

The theorem being proved, we can now begin the resolution of systems of second-order differential equations.

2.3. Results for Systems of Second-Order Differential Equations

In the previous subsection, we have studied and obtained the existence and the uniqueness of the almost automorphic solution to a system of first-order differential equations. In this subsection, we study the system:

$$Ax''(t) + Bx'(t) + Cx(t) = f(t), \quad (2.11)$$

where $A, B, C$ are $m \times m$-square matrices with complex entries such that: $\det(A) = 0$, and $f \in AA(C^{2m})$. 

2.3.1 Resolution of the problem

The strategy we use here consists of rewriting Eq. (2.11) as a system of first-order differential equations (See [6] and [1]).

After rewriting (2.11) in the form (2.12), we can now solve it by using the result obtained in the previous section.

Suppose that \( x : \mathbb{R} \rightarrow \mathbb{C}^m \) is a twice differentiable, and set \( u = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \), then it follows:
\[
Eu'(t) + Fu(t) = L(t)
\]  
(2.12)

where \( E = \begin{pmatrix} B & A \\ I & O \end{pmatrix} \); \( F = \begin{pmatrix} C & O \\ O & -I \end{pmatrix} \) and \( L = \begin{pmatrix} f \\ O \end{pmatrix} \).

Where \( O \) means the zero matrix and \( I \) the identity matrix.

By having the form (2.12), we can use the strategy developed in the above section to find the solution.

It should be noted that \( A, B \) and \( C \) must be so that \( \lambda \) be a simple pole of the resolvent \( R(\lambda, T) \equiv (\lambda I - T)^{-1} \), where \( T \) a matrix resulting form the transformation of Eq.(2.12) by following the steps of the section 2.2.

Hence, the following theorem:

**Theorem 2.3.1.** Under previous assumptions, if \( f \in \text{AA}(\mathbb{C}^m) \), then Eq. (2.11) has a unique solution, and this solution is almost automorphic.

The proof of Theorem 2.3.1 follows along the same lines as that Theorem 2.2.1 and hence omitted.

3. Example

To apply our theoretical results, we consider the following system of differential equations [11]
\[
Eu'(t) + Fu(t) = g(t), t \in \mathbb{R}
\]
(3.1)

where: \( m = 2 \), and \( E = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \in M(2, \mathbb{C}) \), \( F = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \in M(2, \mathbb{C}) \)

and \( g(t) = \begin{pmatrix} \cos \left( \frac{1}{2 + \sin(\sqrt{2}t) + \sin(\sqrt{3}t)} \right) \\ \cos \left( \frac{1}{2 + \sin(4t) + \sin(\sqrt{5}t)} \right) \end{pmatrix} \in \text{AA}(\mathbb{C}^2) \).

Clearly, \( g(t) \) has coefficients which are neither periodic nor almost periodic, but almost automorphic functions.

Let us find \( u(t) = \begin{pmatrix} u_1(t) \\ u_2(t) \end{pmatrix} \). Now, we have \( T = EF^{-1} = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix} \). Set \( Fu(t) = v(t) \).

Hence, the system becomes:
\[
Tv'(t) + v(t) = g(t) \Rightarrow \begin{pmatrix} 2 & 2 \\ 2 & 2 \end{pmatrix} \begin{pmatrix} u_1(t) \\ u_2(t) \end{pmatrix}' + \begin{pmatrix} v_1(t) \\ v_2(t) \end{pmatrix} = \begin{pmatrix} \cos \left( \frac{1}{2 + \sin(\sqrt{2}t) + \sin(\sqrt{3}t)} \right) \\ \cos \left( \frac{1}{2 + \sin(4t) + \sin(\sqrt{5}t)} \right) \end{pmatrix}.
\]

Applying the decomposition of the space, the kernel is \( X_2 = N(T) = \text{span} \left( \begin{pmatrix} -1 \\ 1 \end{pmatrix} \right) \).

Let \( V_0 = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \) and \( V_1 = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \).

It is easy to see that \( R(T) = \text{span} \left( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right) \).

Clearly, \( W = \{ V_0, V_1 \} \) is an orthogonal basis for \( \mathbb{C}^2 \).
The matrix associated to $W$ is given by

$$S = \begin{pmatrix} 4 & -1 \\ 1 & 1 \end{pmatrix}$$

If we express $T$ in the new basis $W = \{V_0, V_1\}$, we get:

$$T' = \begin{pmatrix} \frac{5}{2} \\ 0 \\ 0 \end{pmatrix}$$

Hence, $M^{-1} = \left( \frac{1}{2} \right)$ which yields $M = \left( \frac{2}{3} \right)$

Let us find $g_1$ and $g_2$, where

$$P_{X_1} g = \begin{pmatrix} 4 \\ 1 \end{pmatrix} \begin{pmatrix} 4 & 1 \\ 1 & 1 \end{pmatrix}^{-1} \begin{pmatrix} 4 \\ 1 \end{pmatrix} \begin{pmatrix} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) \\ \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{16}{17} \\ \frac{1}{17} \end{pmatrix} \begin{pmatrix} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) \\ \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix} + \frac{1}{17} \begin{pmatrix} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) \\ \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{16}{17} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{17} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \\ \frac{16}{17} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{17} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{16}{17} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{17} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \\ \frac{16}{17} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{17} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

with $g_1 = \frac{4}{17} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{17} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right)$ and

$$P_{X_2} g = \begin{pmatrix} -1 \\ 1 \end{pmatrix} \begin{pmatrix} -1 & 1 \\ 1 & 1 \end{pmatrix}^{-1} \begin{pmatrix} -1 \\ 1 \end{pmatrix} \begin{pmatrix} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) \\ \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ -\frac{1}{2} & -\frac{1}{2} \end{pmatrix} \begin{pmatrix} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) \\ \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix} + \frac{1}{2} \begin{pmatrix} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) \\ \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) - \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \\ -\frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) - \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \\ -\frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

$$= \begin{pmatrix} \frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) - \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \\ -\frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) + \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right) \end{pmatrix}$$

with $g_2(t) = \frac{1}{2} \cos \left( \frac{1}{2} + \sin(2t) + \sin(\sqrt{3}t) \right) - \frac{1}{2} \cos \left( \frac{1}{2} + \sin(4t) + \sin(\sqrt{5}t) \right)$.
Study of Existence of Almost Automorphic Solutions to Some Singular Systems of Differential Equations

Now, the system \( \begin{pmatrix} 2 & 2 \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix} \begin{pmatrix} v_1(t) \\ v_2(t) \end{pmatrix} + \begin{pmatrix} v_1(t) \\ v_2(t) \end{pmatrix} = \begin{pmatrix} \cos\left(\frac{2 + \sin(2t) + \sin(\sqrt{2}t)}{2 + \sin(\sqrt{3}t) + \sin(\sqrt{2}t)}\right) \\ \cos\left(\frac{2 + \sin(2t) + \sin(\sqrt{3}t)}{2 + \sin(\sqrt{3}t) + \sin(\sqrt{2}t)}\right) \end{pmatrix} \) can be written in the following form:

\[
\begin{cases}
M^{-1}v_1'(t) + v_1(t) = g_1(t), \\
v_2(t) = g_2(t).
\end{cases}
\]

We have

\[
\begin{pmatrix}
\frac{5}{2}v_1'(t) + v_1(t) = \frac{1}{17} & 4\cos\left(\frac{1}{2 + \sin(\sqrt{2}t) + \sin(\sqrt{3}t)}\right) + \cos\left(\frac{1}{2 + \sin(4t) + \sin(\sqrt{5}t)}\right) \\
v_2(t) = \frac{1}{2} & \cos\left(\frac{1}{2 + \sin(\sqrt{2}t) + \sin(\sqrt{3}t)}\right) - \cos\left(\frac{1}{2 + \sin(4t) + \sin(\sqrt{5}t)}\right)
\end{pmatrix}
\]

Applying Theorem 3.2.2, the unique almost automorphic solution of the above system is given by

\[
v_1(t) = e^{-M(t-\sigma)}v_2(\sigma) + \frac{2}{85} \int_\sigma^t e^{-M(t-\tau)}v_1(\tau) d\tau \]

and

\[
v_2(t) = \frac{1}{2} \cos\left(\frac{1}{2 + \sin(\sqrt{3}t)}\right) - \cos\left(\frac{1}{2 + \sin(4t) + \sin(\sqrt{5}t)}\right)
\]

Since \( Fu(t) = v(t) \) and \( F^{-1} = \begin{pmatrix} -1 & 1 \\ 1 & 0 \end{pmatrix} \) we have

\[
F^{-1}v(t) \iff u(t) = \begin{pmatrix} -1 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} v_1(t) \\ v_2(t) \end{pmatrix}
\]

Since \( F^{-1} \) is a continuous transformation and \( v(t) \) is an almost automorphic function, the unique solution of (3.1) \( u(t) = F^{-1}v(t) \) is almost automorphic. Hence, \( u(t) \) is given by

\[
u(t) = \begin{pmatrix} v_2(t) - v_1(t) \\ v_1(t) \end{pmatrix}
\]

4. Conclusion

In this paper, we studied and found the existence and uniqueness of almost automorphic solutions to some singular systems of differential equations with constant coefficients. The system we have studied is a nonhomogeneous system with almost automorphic forcing term. So, there are still some problems that are not solved yet. As future work, we suggest the following:

1. The study of nonautonomous cases, that is,
\[
E(t)u'(t) + F(t)u(t) = g(t), \ t \in \mathbb{R}
\]
where \( E(t), F(t) \in \mathbb{M}(m, \mathbb{C}) \) and \( f \in \text{AA}(\mathbb{C}^m) \) and
\[
A(t)u^{(n)}(t) + B(t)u'(t) + C(t)u(t) = f(t), \ t \in \mathbb{R}
\]
where \( A(t), B(t), C(t) \in \mathbb{M}(m, \mathbb{C}) \) and \( f \in \text{AA}(\mathbb{C}^m) \).

2. The study of higher-order case, that is
\[
A_m \chi^{(m)}(t) + A_{m-1} \chi^{m-1} + \ldots + A_1 \chi'(t) + A_0 \chi(t) = f(t), \ t \in \mathbb{R},
\]
where \( A_i \in \mathbb{M}(m, \mathbb{C}) \) and \( m \geq 3 \).
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