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1. INTRODUCTION  

Standing in long queues in hospitals and waiting to see a doctor has long been a problem facing people 

suffering from any ailment. It has been observed that even after a doctor has prescribed a test at a 

diagnostic center, one has to repeat this process of waiting in long queues to show the medical report to 

any doctor to seek their opinion. The solution to this problem can be found in Artificial Intelligence.  

Artificial Intelligence can be used to predict whether or not a person suffers from a certain disease 

based on symptoms. In addition to this one can develop a chatbot which can facilitate in patients 

avoiding standing in long queues in meeting doctors. Chatbots can be used to diagnose whether a 

person with certain symptoms require more medical care or not. Chatbots can make use of Artificial 

Intelligence to suggest basic medicines for generic ailments. This would also lead to lessening the 

burden on healthcare systems across the globe.  

Cardiovascular is a major illness that needs special attention. In today’s fast lifestyle one can suffer 

cardiovascular disease due to factors ranging from age, smoking habits, blood pressure fluctuations, 

glucose etc. 

In this paper the medical chatbot aligns with serving two main objectives. The first objective is to build 

a machine learning model which shall help in predicting whether or not a person is prone to heart 

attack in the near future. This model shall be integrated with a chatbot to enable the interaction with 

people having a doubt on their medical status. 

The novelty of this paper lies in the fact that Artificial Neural networks shall be used to predict whether 

or not a person is prone to suffer from a heart attack in the next 10 years. The said model shall be 

integrated with a chatbot that shall facilitate people directly conversing with a chatbot and to find out 

whether they are prone to a heart attack in the near future.  

Paper organization: The rest of the paper is organized as follows: Section 2 presents the main 

components of a chatbot framework. Section 3 deals with explain regarding machine learning and 

artificial neural networks. Section 4 deals with results. Section 5 concludes the findings followed by 

future work and references to publications cited in this paper 

2. CHATBOT 

A chatbot is a software application used to conduct an on-line chat conversation via text or text-to-

speech, in lieu of providing direct contact with a live human agent. Chatbots can be built using many 

proprietary frameworks like Google dialog flow, Microsoft BOT framework, Amazon lex etc..[1][2] 

In this paper Google dialoglflow framework shall be used to build bots. The architecture used in this 

paper is [3]: 
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Fig. Chatbot Architecture 

As depicted in the above architecture the end users conversation is directed using a web browser in the 

form of http request. The request reaches the Goggle dialogflow agent which in turn responds back 

with a response as stored in the Google server[4][5]. The following component’s of Google dialogflow 

are involved in creating the chatbot: 

2.1. Agent 

Agents are created on the dialogflow platform which store all the conversations flowing between the 

end user and the response to the said conversations based on the context. This agent can be accessed 

from the web application wherein the chatbot is deployed using an api access token. 

2.2. Intent 

Intent is the objective that the end user wants to fulfill via the conversation with chatbot agent 

2.3. Entity 

Entities modify intents. Entities are used for the agent to understand the end user conversation and 

respond based on a particular key word. These key words are defined using entities.[6][7][8] 

3. NEURAL NETWORKS 

Machine learning is the study of computer algorithms that improve automatically through experience. 

It can be categorized into following categories[9]: 

• Supervised Learning: These algorithms are used when data is labelled.  

• Unsupervised Learning: These algorithms are used when data is unlabeled. 

• Reinforcement Learning: These algorithms are used when very less data is available. In this 

case the reinforcement learning agent learn from environment. 

There are many algorithms designed under each of these categories. Artificial Neural Networks is one 

such algorithm which can be used inn machine learning. Neural network is a network of artificial 

neuron connected in a layered fashion as shown below[10][11]: 

 

Fig1. Neural Network 
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Neural networks have a layered architecture with every layer being made of artificial neurons. It has 

one input layer, one output layer and one or more hidden layers. Every input to a neuron in NN has a 

weight. Weight increases the steepness off activation function whereas bias is used to delay triggering 

of activation function. Activation function of a neuron defines the output of a neuron given its inputs. 

Few activation functions used in neural networks are given below[12][13]14]: 

3.1. Linear Activation Function:  

It takes the form: 

A = CX 

However, the main disadvantage with this activation function is that it cannot be used for 

backpropagation.  

 

Fig2. Linear Activation function 

3.2. Sigmoid/Logistic Activation function:  

It has output values between 0 and 1. However it suffers from the problem of vanishing gradient.  

      

Fig3. Sigmoid activation function 

3.3. Tanh / Hyperbolic Tangent: 

This is zero centered and it makes it easier to model inputs which are positive negative or neutral 

values.  

 

 Fig4. Tanh Activation function 

3.4. Rectified Linear Unit:  

It allows the neural network to converge quickly. However when inputs approach negative or zero the 

gradient becomes zero due to which it cannot perform backpropogation. 
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Fig5. Relu Activation Function 

3.5. Leaky Relu:  

Thia activation function has a small slope in the negative direction and hence allows bacxkpropogation 

 

Fig6. Leaky Relu Activation Function 

There are different architectures of neural network which are in use today. Few of the prominent 

neural network architectures are discussed below[15][16]: 

3.6. Convolution Neural Network:  

It has the below mentioned architecture: 

 

In the convolution layer the input is convolved and the input is passed on to the next layer. In the 

pooling layer the dimensions of the input are reduced by combining the output of clusters into a single 

neuron. In the fully connected network one neuron in one layer is connected to every neuron in the 

subsequent layer. Its functioning is similar to any other neural network. 

3.7. Recurrent Neural Network: 

It has two major properties:  

• It has distributed hidden state that allows them to store a lot of information about the past 

• Non-Linear dynamics that allow them to update their hidden state in complicated ways. 

There are different types of RNN architectures. Few of them along with their applications are 

mentioned below: 

 

Fig 7a) one to one RNN b) One to many RNN 
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Fig 8a) Many to one RNN b) Many to Many RNN 

Applications of the above architectures are: 

• One to One RNN is used in image classification 

• One to many RNN is used in image captioning 

• Many to one RNN is used in sentiment analysis 

• Many to many RNN is used in video classification. 

In this paper a fully connected neural network was used to predict whether a person is prone to a heart 

ailment or not. 

4. RESULTS 

The dataset consists of 16 features which are used for predicting heart diseases[17][19]. 

• Gender – It accepts 2 values 0 for Female and 1 for Male. 

• Age – It accepts an integer of value ranging from 0-100 

• Education of the user –  

• 1 = Some High School 

• 2 = High School or GED 

• 3 = Some College or Vocational School 

• 4 = College 

• CurrentSmoker flag: It accepts 2 values 0 for No-Smoker and 1 for Smoker. 

• Cigarettes per day : Accepts the count of number of cigarettes per day  

• BP meds : it accepts two values 0 for not on BP medications, 1 for  on BP medications. 

• Prevalent stroke : It accepts to value 0 for no prevalent stroke and 1 for prevalent stroke  

• Prevalent Hypertension : It accepts to value 0 for no prevalent hypertension and 1 for prevalent 

hypertension 

• Diabetes : It accepts to value 0 for not diabetic and 1 for diabetic. 

• Total Cholesterol: Accepts an integer value of the amount of Cholesterol in the body. (mg/dL) 

• Systolic blood pressure : Accepts an integer value from the range of 83 to 235 mmHg 

• Diastolic blood pressure : Accepts an integer value from the range of 45 to 145 mmHg 

• BMI : Body Mass Index calculated as- Weight (kg) / Height(meter-squared) 

• Heart Rate - Beats/Min (Ventricular) 

• Glucose - Accepts an integer value from the range from 40 to 395 mg/dL 
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The objective of this paper is to predict whether or not a person is prone to heart attack based on above 

mentioned features. Neural networks have been used to build this model. And this model has been 

deployed using a python flask application and has also been integrated with Google Dialogflow 

chatbot[18]. PFB few screenshots of the same: 

 

Then the user interacts with the bot stating that he/she is keen to understand about the heart health 

condition. The bot on return  replies it is happy to assist and would require few details. 

 

The user then agrees to provide the details that are required to assess the heart health condition. The bot 

checks for the gender and age. The user enters the details. 

 

The bot checks for the education qualification and whether the user is a current smoker. Similarly, 

other feature information about the user is collected and run through the neural network model. The 

final. Screenshot is: 
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Once collecting all the information, it sends all the values for the respective features to the already 

trained Machine learning model and based on the output of the model it displays the message if the 

user would be prone to cardiac risk or not. In this case the user is not having any risk based on the 

given inputs as per the prediction. 

5. CONCLUSION 

Neural Networks can be used to build a model which can diagnose any particular disease. It can be 

integrated with any application using a chatbot framework. In times of a pandemic like Covid 19 such 

applications can be of great help in times when Government does not have necessary resources in 

doing excessive testing. 
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