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1. INTRODUCTION 

The fastest and most popular for frequent pattern mining is FP-growth algorithm. It works on prefix 

tree representation of the transactional database under study and saves a considerable amount of 

memory. The FP-growth algorithm is a kind of recursive elimination scheme [1, 2]. The itemsets, 
subsequences, or substructures that appear in a particular data set with a frequency no less than 

defined as the threshold by the user is defined as frequent patterns. For instance, a set of items like 

milk and bread often appears together in a transaction data and can be considered as a frequent 
itemset. Pattern mining can be applied to graphs, strings, spatial data, sequence databases, streams, 

transaction databases, etc. The list of frequent patterns is mentioned as under [3]. 

 Frequent Itemset − It refers to a set of items that frequently appear together, for example, milk 

and bread. 

 Frequent Subsequence − A sequence of patterns that occur frequently such as purchasing a 

camera is followed by the memory card. 

 Frequent Sub Structure − Substructure refers to different structural forms, which may be 
combined with itemsets or subsequences. 

FP-Growth algorithm is the most popular algorithm for pattern mining. It is based on divide and 

conquer strategy. Compress the database providing frequent sets and divide this compressed database 
into a set of conditional databases, each related to a frequent set and apply data mining on each 

database.  

2. DETAILED WORKING OF FP-GROWTH ALGORITHM 

The FP-Growth algorithm allows the discovery of frequent itemset without generating candidate 
itemset. It is a two-step approach mentioned as under [4, 5]. 

1) Firstly a compact data structure is built which is referred as FP-tree. It is built using two passes 

over the data-set. 

2) Traverse through FP-Tree and extract frequently occurring itemsets. 
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The steps involved in the working of the FP-Growth algorithm are mentioned as under [10, 11]. 

 The nodes resemble items and have a counter. 

 One transaction is read at a time and mapped to a path. 

 The use of fixed order is made so that paths are overlapped when items are shared among 

transactions, provided they have the same prefix. In such cases, counters are incremented. 

 Pointers are maintained between the nodes having the similar item to create the singly linked list 

as shown by dotted lines in Fig. 

 As the overlapping of paths increases so does the compression. In such cases, FP-Tree fits in the 

memory. 

 Finally, frequent itemsets are extracted from the FP-Tree. 

Consider a transaction data set as shown in Fig. 1 containing 10 entries each specified with a unique 
TID (Transaction ID). 

 
Fig1. The figure shows the transaction data set under consideration 

Fig. 2 shows the TID 1 mapped to the path. 

Read transaction 1: {a; b} 

Create 2 nodes a and b and the path null -> a -> b. Set counts of a and b to 1. 

 
Fig2. The figure depicts the TID 1 mapped to the path 

Fig. 3 shows the TID 2 mapped to the path. 

Read transaction 2: {b; c; d} 

Create 3 nodes for b, c and d and the path sets to null -> b -> c -> d. Set counts to 1. Although TID 1 

and TID 2 share b, but paths will remain disjoint as they don’t share a common prefix. A link needs to 
be added between the b’s. 
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Fig3. The figure shows the TID 2 mapped to the path 

Fig. 4 shows TID 3 mapped to the path. 

Read transaction 3: {a; c; d; e} 

The transaction 3 shares the common prefix item ‘a’ with the transaction 1, therefore the path of TID 

1 and TID 3 will overlap and the frequency count for node ‘a’ will increase by 1. Further links need to 
be added between the ‘c’ and ‘d’. 

 
Fig4. The figure shows the TID 3 mapped to the path 

This process is continued until all transactions are mapped to a path in the FP-tree as shown in Fig. 5. 

 

Fig5. The figure shows the FP- Tree formed after performing all 10 transactions 

In comparison with uncompressed data, the FP-Tree usually have a smaller size as many transactions 
share items i.e. prefixes [6, 7]. In case of best case scenario, all transactions are supposed to contain 

the same set of items and results in 1 path in the FP-Tree. But in case of worst-case scenario, each 

transaction has a unique itemset, i.e. no items in common. The size of the FP-Tree is at least as large 
as the original data and the storage requirements are higher as there is need to store pointers to the 

nodes. The ordering of items has a deep impact on the size of the FP-Tree. Often ordering by 

decreasing support is preferred but it does not always guarantee the smallest tree. 
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Next one has to generate the frequent itemsets from the FP-Tree. In doing so, the bottom-up approach 

is adopted. Considering the FP-Tree obtained in Fig. 5, first there is a need to look for frequent 
itemsets ending in e, then de, etc. Similarly thereafter d, then cd, and so on. 

The Fig. 6 shows the prefix path sub-tree for ‘e’ used to extract frequent itemsets ending in ‘e’. 

 

Fig6. The figure depicts the path containing node ‘e’ 

Fig. 7 shows the prefix path sub-tree for ‘d’ used to extract frequent itemsets ending in ‘d’. 

 

Fig7. The figure depicts the path containing node‘d’ 

Fig. 8 shows the prefix path sub-tree for ‘c’ used to extract frequent itemsets ending in ‘c’. 

 

 
Fig8. The figure depicts the path containing node ‘c’ 

Fig. 9 shows the prefix path sub-tree for ‘b’ used to extract frequent itemsets ending in ‘b’. 

 

Fig9. The figure depicts the path containing node ‘b’ 
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Fig. 10 shows the prefix path sub-tree for ‘a’ used to extract frequent itemsets ending in ‘a’. 

 

Fig10. The figure depicts the path containing node ‘a’ 

Now this practice is further expanded and the prefix path sub-tree for ‘e’ is used to extract frequent 

itemsets ending in ‘de’, ‘ce’, ‘be’, and ‘ae’ as shown in Fig. 11.  

 
Fig11. The figure depicts the frequent itemsets ending in ‘de’, ‘ce’, ‘be’, and ‘ae’ 

This process is further carried out for ‘cde’, ‘bde’, and ‘ade’ and so on. 

Now assume the minimum threshold value as 2 denoted as ‘. ‘minsup’. Now minsup=2 and extract all 

the frequent itemsets containing ‘e’. Fig. 12 shows the prefix path sub-tree for ‘e’. 

 

 

Fig12. The figure shows the prefix path sub-tree for ‘e’ 
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Next step is to check whether ‘e’ is a frequent item and this can be done by adding the counts along 

the linked list i.e. dotted line. In case of ‘e’, the count value is 3 and is extracted as a frequent itemset. 

Next find the frequent itemsets ending with e, i.e. ‘de’, ‘ce’, be’, and ‘ae’. For accomplishing this, we 

need conditional FP-Tree for ‘e’. 

The conditional FP-Tree is constructed if only transactions containing a particular itemset are 
considered and thereafter the itemset is removed from the selected transactions [8, 9]. 

Fig. 13 shows the table for FP-Tree conditional on ‘e’. Firstly all the transactions in which ‘e’ is 

absent, is stroked off. Thereafter, from the left out transactions containing ‘e’, the item ‘e’ is stroked 
off. 

 

Fig13. The figure shows the table for FP-Tree conditional on ‘e’ 

Now as per Fig.13, there is a need to update the prefix paths from ‘e’ inorder to reflect the number of 

transactions containing ‘e’. The item ‘a’ is set to 2 and items ‘b’ and ‘c’ should be set to 1 each as 
shown in Fig. 14. 

 

Fig14. The figure shows the updated values of items ‘a’, ‘b’, and ‘c’ 

Now remove the nodes having ‘e’ as shown in Fig.15 and Fig. 16. 
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Fig15. The figure shows the stroked of nodes containing ‘e’ 

Next, the removal of infrequent items from the prefix paths is initiated. ‘b’ has a support of 1 and 

there is only 1 transaction containing ‘b’ and ‘e’, hence ‘be’ can be declared infrequent and can be 
removed. 

Fig. 16 shows the figure of final constructed conditional FP-Tree on ‘e’. 

 

Fig16. The figure shows the conditional FP-Tree on ‘e’ 

The conditional FP-Tree for ‘e’ can be used to find frequent itemsets ending in ‘de’, ‘ce’, and ‘ae’. 
Here ‘be’ cannot be considered as ‘b’ is not in the conditional FP-Tree for ‘e’. Proceed to find the 

prefix paths from the conditional tree on ‘e’ for ‘de’, ‘ce’, and ‘ae’. 

In case of ‘de’, e -> de ->ade are found to be frequent. 

Fig. 17 shows the process adopted to find the conditional FP-Tree for ‘de’. 

 

Fig17. The figure shows the conditional FP-Tree for ‘de’ 

In case of ‘ce’, e ->ce ({ce} is found to be frequent). 

Fig. 18 shows the conditional FP-Tree for ‘ce’. 
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Fig18. The figure shows the conditional FP-Tree for ‘ce’ 

And process continues in similar manner. 

The final result obtained in regard to finding frequent itemsets is shown in Fig. 19. 

 

Fig19. The figure shows the final result obtained showing frequent itemsets 

3. PROS AND CONS OF FP-GROWTH  

The pros and cons related to FP-Growth algorithm are mentioned as under. 

Pros 

 The major advantage of the FP-Growth algorithm is that it takes only two passes over the data set. 

 The FP-Growth algorithm compresses the data set because of overlapping of paths. 

 The candidate generation is not required. 

 The working of the FP-Growth algorithm is much faster as compared to the Apriori algorithm. 

Cons 

 The FP-Growth algorithm may not fit into the memory. 

 The FP-Growth algorithm is expensive to construct. It consumes time to build. But once it is done 

with construction, itemsets can be read off easily. 

 Enormous time is wasted when support threshold is high as pruning can be practiced only on 

single items. 

 The process of calculating the support can be carried out only after the entire data set is added to 

the FP-Tree. 

4. CONCLUSION 

Today there is no second thought about the fact that frequent pattern mining has broad applications 

which incorporate software bug detection, clustering, recommendations, classification, and several 
other problems. The major utility of frequent pattern mining is an intermediate tool for providing 

pattern-centered insights for diverse problems. The purpose of the paper was intended to provide the 

reader with the complete working of the FP-Growth algorithm with an appropriate example. The 
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paper also elaborated the advantages and disadvantages associated with the FP-Growth algorithm. 

Frequent pattern mining has been well utilized to explore the past and now it has reached the stage 
where its application can effectively predict the future.  
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