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Abstract: Data mining is one of the techniques to extract useful information from a huge data and support to 

make decision in various aspects. In academic institutions like universities and colleges the students placement 

in to different departments is one of the activity that data mining can be applied to predict the departments 

which the students will be placed based on the order of their preference. Educational Data Mining is concerned 

with developing new methods to discover knowledge from educational database and can used for decision 

making in educational system. In this study, we collected the student’s data that have different information 

about their entrance exam result and then apply different classification algorithm using Data Mining tools 

(WEKA) for analysis of student’s placement into departments. The study used three algorithms J48, Naïve Bayes 

and Random Forest to build a prediction model for placement of students. The analysis result shows that 

Random Forest algorithms has performed well and can be used as a best predicting model algorithm than the 

other two algorithms. Finally the output shows that most of the students were placed based on their first choice 
and only some of them were placed without their first choice. 

Keywords:  Knowledge Discovery in Databases, Data Mining, Cross-Validation, Classification Model, 

Classification, WEKA. 

 

1. INTRODUCTION 

Data Mining is a process of extracting previously unknown, valid, potential useful and hidden patterns 

from large data sets. As the amount of data stored in educational databases is increasing rapidly. In 

order to get required benefits from such large data and to find hidden relationships between variables 

using different data mining techniques developed and used [9]. 

An institute with efficient Data Warehousing and Data Mining approach can find out novel way of 

improving student’s behavior, success rate and course popularity. All these effort may finally improve 

the quality of education, better student intake, better career counseling and overall practices of 
education system. 

The number of students that join higher education in Ethiopia is growing rapidly from time to time. 

These students choose a field of study of their interest and universities they want to learn after they 
took the entrance exam. Based on their field of interest and entrance exam result they placed to 

different universities. And the universities placing students in to departments based on their field of 

interest (choice) and the exam result they have scored on the entrance exam of higher education.  

Students are placed based on different criteria that are nationally prepared for all universities. The 
students choose the departments and give numbers according to their order of preference.  The 

students who has higher exam score, females and developing regions are given a priority to be placed 

based on their first choice up to the department acceptance capacity, the other students also placed by 
their second, third choices.  

The student data is the main source of information that can be processed and interpreted in different 
ways so that the universities can predict or classify and know about their students. 

Classification is the most commonly applied data mining technique, which employs a set of pre-
classified attributes to develop a model that can classify the population of records at large. This 

approach frequently employs decision tree or neural network-based classification algorithms [8]. 
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The remaining part of this paper is organized as follows. Section two discusses the present system, in 

section three we present methodology of the study, in section four discusses related works. 
Experimental results are reported in Section five. Section six presents conclusion.  

2. PRESENT SYSTEM 

Placing higher education students into different departments is not easy task. Several problems can be 

raised related to the department placement of students in different perspectives. From these problems 

predicting the departments of the students that are not placed based on some training data, clustering 

the students in to different clusters as students which are placed based on their first, second, third 
choice and etc., knowing the frequent departments chosen first, second, third choice etc. Such 

problem is happened in student’s placement in University of Gondar (UoG).. This study is mainly 

concerned on how the department placement is held and how many of the students are placed to the 
departments based on their choice of preference. On the other hand, which algorithm performs well 

for classifying students in to different departments and can build a best predicting model is the other 

question can be raised. 

3. METHODOLOGY 

To achieve the objective of this study the following research methodologies were employed 

3.1. Literature Review 

A review of relevant literature has been conducted to assess data mining technology, both concepts 

and techniques, and researches in this field. Related books, journals, articles, and papers from the 

Internet pertaining to the subject matter of data mining and Knowledge Discovery Process in 
Databases (KDD) have been reviewed to understand the potential applicability of data mining in the 

placement of students into departments. 

3.2. Data Source 

The source of data used to undertake this study was taken from the assistance registrar office of 
Gondar University. The data set contains about 1496 instances of placed students. The data source 

obtained from the assistant registrar office is recorded on MS Excel. The data of faculties selected for 

this study are Faculty of Natural and Computational Science, Faculty of Agriculture, and Faculty of 
Engineering. 

3.3. Data Preparation 

After the data were collected, tasks such as processing and cleansing are imposed in order to make the 

data more suitable for the particular data mining software, which are used in the study. This comprises 
attribute selection, defining target classes (attributes for classification), handling noisy data, 

accounting for missing data fields, and preparing the processed data in a file format acceptable to the 

Weka software. 

The data of the students is includes name, id, total entrance mark, the departments to be selected and 

gender of each student. From these all data the gender, total mark order of departments of the 

students’ choice and the department in which each student placed is selected for the experiment to 
discover the department placement process. And to partition the data into training and test dataset, 

cross-validation and supplied test set were used.  

3.4. Data Selection 

Some of the attributes in the initial dataset that was not pertinent (relevant) to the data mining 
experiment goal were ignored. The attributes name, registration number and faculty were not used as 

having no data mining value to classify the students in to different departments. The main attributes 

used for this study are sex, total_mark, biology, biotechnology, chemistry, geology, maths, physics, 
sportscience, statistics, plantscience, animalproduction, veternarypharmacy, waterresource, 

agriculturaleconomics, naturalresource, rdae, electricaleng, civileng, mechanicaleng, constractioneng, 

and placement. 

3.5. Data Integration and Transformation 

The data used for this study were collected from the same source and have the same format and year. 

Therefore, there is no any data integration and transformation techniques used to integrate and 
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transform the data. But since it has taken from three different faculties the data of students of these 

two faculties are merged. 

3.6. Tools and Techniques 

The tools used in this study are MS Excel and Weka software that are used for data preprocessing and 

classification algorithms respectively. Weka (Waikato Environment for Knowledge Analysis) is a 
popular suite of machine learning software written in Java, developed at the University of Waikato. 

Weka is freely available software. Therefore, Weka is a very good data mining tool which could be 

used in the field of education, in that it is going to be used for classification technique. The 
classification techniques of data mining help to classify the data on the basis of certain rules [3]. 

For this study classification algorithms such as J48, Naïve Bayesian, and Random Forest were applied 

to discover the distribution of the students through different departments. 

4. RELATED WORKS 

Data mining techniques has evolved its research very well in the field of education in a massive 

amount. This tremendous growth is mainly because it contributes much to the educational systems to 
analyze and improve the performance of students as well as the pattern of education. Various works 

had been done by a large number of scientists to explore the best mining technique for performance 

monitoring and placement. Few of the related works are listed down to have a better understanding of 

what should be carried on in the past for further growth.  

Data mining is a powerful tool for academic intervention. Higher education institutions can use 

classification, for example, for a comprehensive analysis of student characteristics, or use estimation 

to predict the likelihood of a variety of outcomes, such as transferability, persistence, retention, and 
course success [6]. 

Jing Luan [6] conducted that by using well defined algorithms from the disciplines of machine 

learning and artificial intelligence to discern rules, associations, and likelihood of events, data mining 

has profound application significance. If it were not for the fast, vast, and real-time pattern 
identification and event prediction for enhanced business purposes, there would not have been such an 

exponential growth in dissertations, models, and the considerable amount of investment in data 

mining in the corporate world. Data mining can conducted to predict the likelihood of an applicant’s 
enrollment following their initial application may allow the college to send the right kind of materials 

to potential students and prepare the right counseling for them. 

Erdogan and Timor (2005) used educational data mining to identify and enhance educational process 
which can improve their decision making process. Finally Henrik (2001) concluded that clustering 

was effective in finding hidden relationships and associations between different categories of students 

[3]. 

Mining in educational environment is called Educational Data Mining. Data mining applications in 

higher education given in [2] concluded that data mining techniques on student’s data base is helpful 
for executives for training & placement department of engineering colleges, and classified the 

categories of student’s performance in their academic qualifications. 

5. EXPERIMENT AND RESULTS 

The study attempts to discover the placement of students in to departments and predict the distribution 

of the students after they have chosen the departments in order of their preference. Classification is 

the most commonly applied data mining technique, which employs a set of pre-classified examples to 
develop a model that can classify the population of records at large[2]. 

The algorithms selected to classify the data are J48, Naïve Bayes and Random Forest that are in 
different categories from the algorithm implemented in Weka software. The size of the data used to 

predict the department placement of students is 1496 instances. The data has been experimented by 

cross validation with the total data set using 10 fold and by supplied test data that has 1197 instances 
for training set and 299 instances for test set which means 80% for training and 20% for test. 

To build the predictive model, the arff format of the selected dataset was given to Weka and two 
major experiments were performed for each selected algorithms. J48, Naïve Bayes and Random 

Forest algorithms were experimented by using default parameters to build the predictive model. 
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In the experiments, variable placement was set as dependent variable and the remaining other 

attributes were set as independent variables. Another four experiments were done with each algorithm 
by using cross validation and supplied test set with two different numbers of attributes.  

5.1. Summary of Experimental Result and Findings of the Study 

The results obtained from the various data mining algorithms i.e. J48, Naive Bayes and Random 
Forest on the data set for the three different faculties of students are given in the following table and 

the performance of the classifiers is analyzed. 

Table1. The summary of the results found 

Experiment Algorithm 

Precision (%) Recall (%) F-measure (%) Accuracy (%) 

10 

fold 

CV 

20% 

test set 

10 fold 

CV 

20% 

test 

set 

10 fold 

CV 

20% 

test set 

10 fold 

CV 

20% 

test set 

1 J48 88.4 93.8 88.4 94 85.4 93.7 88.435 93.979 

2 
Naïve 

Bayes 
70.1 75.3 69.1 71.9 67.7 71.7 69.050 71.906 

3 
Random 

Forest 
86.8 99.3 86.6 99.3 86.5 99.3 86.564 99.33 

5.2. Experiment on Decision Tree (J48) 

In experiment one, from the above table we can observe that J48 with 22 attributes scored accuracy of 

88.435%, 85.4% F-measure with 10 fold cross validation and accuracy of 93.979% and 93.7% F-
measure with 20% supplied test set. 

5.3. Experiment on Naïve Bayes 

Experiment two on Naïve Bayes algorithm with 22 attributes shows accuracy of 69.050% and 67.7% 

F-measure with cross validation and accuracy of 71.906% and 71.7% F-measure with 20% supplied 
test set.   

5.4. Experiment on Random Forest 

The third experiment on Random Forest using 22 attributes has shown an increase in accuracy of 
86.564% and 86.5% F-measure with cross validation, and accuracy of 99.33% and 99.3% F-measure 

with 20% supplied test set. 

The above analysis results shows that Random Forest with accuracy of 99.33% using 22 attributes and 
20% supplied test set is more appropriate for the data given to build the predicting model for 

department placement with high accuracy than the two algorithms used in experiment one and 

two.  

On the other hand, the Naïve Bayes algorithm performs less accuracy which has great difference with 
the Random Forest algorithm. J48 which has performed accuracy of 93.979% with 20% supplied test 

set using 22 attributes can be selected as a good algorithm next with the Random Forest technique. 

The other thing observed from the experiments result above is using 20% supplied test set has 
performed better accuracy than 10 fold cross validation on all of the three algorithms using 22 

attributes. Therefore, using supplied test data is better than cross validation for this data to get better 

accuracy when using these algorithms. 

Therefore, the result gained from the experiments show that the best prediction model using Random 

Forest algorithm is more acceptable than the remaining two algorithms used in this study.  

6. CONCLUSION AND RECOMMENDATION 

This work is an attempt to use Data Mining techniques to analyze students’ entrance exam result to 

predict students’ placement into departments. In this work I apply three classification methods on 

students’ data i.e. J48, Naïve Bayes, and Random Forest classification methods. From the analysis 

result of the experiments J48 performs with the accuracy of 91.304%, Naïve Bayes 74.581% and 
Random Forest 95.652%.We notice that according to experimental result Random Forest Classifier is 

most suitable method for this type of student dataset. 
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As a conclusion, results from the study have shown that the problem of predicting departments of 

students in the University could be supported by the use of data mining technique. 

The study is done for academic purpose but it can be implemented for the registrar office of the 

University and other academic institutions. The data used for the study is only one year data and three 

faculties; therefore, if other projects and researches are conducted on this area by using different year 

and all faculties’ data it can be helpful for the office to implement the application of data mining. In 

addition, only three algorithms were used from many classification algorithms available, so other 

better algorithms can be selected by performing better than these algorithms used in this study. 

Therefore, it is a good attempt if anyone can apply and get best algorithm to build better predicting 

model for this type of data. 
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