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Abstract: HIV/AIDS has claimed the lives of millions and has left behind hundreds of thousands of orphans in Ethiopia. The government of Ethiopia took several steps in preventing further disease spread, and in increasing accessibility to HIV care, treatment and support for persons living with HIV. Antiretroviral therapy (ART) is one of the treatments given to HIV patients Felege Hiwot Referral Hospital (FHRH) to restore patients with severe disease to healthy.

The dataset for the study contains pre ART records of the year 2005 and 2006 E.C produced by the ART office of patients Felege Hiwot Referral Hospital. The dataset has been utilized for the purpose of predicting clients’ eligibility for ART.

Before these data has been used for the purpose of classification a number of pre-processing steps such as data cleaning, data reduction and data transformation have been effectively used which helped in achieving the objective finally or to increase the speed and efficiency of mining process.

The final goal of this paper is to build ART eligibility predictive model that helps to deciding whether HIV positive individual should start Anti-retroviral treatment or not. For building ART eligibility predictive model, Naive Bayesian Classifier and J48 Decision Tree Classifier are used.

After experimenting J48 decision tree and Naive Bayesian classifier using both 10-fold cross validation and percentage split (66%) test modes, J48 classifier using 10-fold cross validation that performs well and can be used as a best predicting model algorithm than Naive Bayesian classifier in predicting clients’ eligibility for ART is created.
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1. INTRODUCTION

Before some years, having HIV/AIDS was almost equivalent to a “death sentence”. Since 1996, with the introduction of combined anti-retroviral treatment, HIV/AIDS is transferred from “virtual death sentence” to chronic, manageable disease [1].

Anti-retroviral treatment (ART) is the main type of treatment for HIV/AIDS by using drugs. The drugs do not kill or cure the virus, but it can stop people living with the virus from becoming ill for many years by preventing the growth of the virus [2]. ART has significantly reduced HIV-associated morbidity and mortality and has transformed the disease (HIV/AIDS) into a chronic, controllable condition. In addition, effective treatment of HIV-infected individuals with ART is highly effective at preventing transmission to sexual partners.

The treatment consists of drugs that have to be taken every day for the rest of someone's life. But anyone who is HIV positive is not going to start the ART [3]. Some aspects like CD4 Count, age, WHO clinical staging, should be considered whether someone is eligible to start using the ART or not [4].

The Felege Hiwot Referral Hospital (FHRH) is located in the north western part of Ethiopia, in a city called Bahir Dar. Felege Hiwot Referral Hospital is a government hospital in Bahir Dar which is one
of the five referral hospitals in Amhara Regional State of Ethiopia. The hospital provides general outpatient service, surgical and obstetric emergency and regular services, and general medical and pediatric in-patient services, voluntary counseling and testing (VCT) etc. ART is also one of the services which are being provided by the hospital.

The remaining part of this paper is organized as follows. Section two discusses the present system, in section three we present methodology of the study and section four discusses the proposed solution. In section five and six discusses experimental results evaluation of the model. Section seven presents conclusion.

2. PRESENT SYSTEM

The effort for preventing HIV/AIDS ranges from behavioral intervention to introduction of the ART program. ART has dramatically improved the livelihood of people living with HIV/AIDS. World Health Organization (WHO) recommends optimum time for initiating ART should be guided by CD4 (Cluster Differentiation 4) count, pregnancy, age and clinical staging.

But at the Felege Hiwot Referral Hospital currently, it is the duty of the physician to decide whether the patient should start ART or not. The amount of time required to process all the records by considering the attributes listed above for each and every record is large and the process is somewhat tiresome. Thus there comes a need to have some help to reduce the work overload of the physician by using electronic devices to make the decisions by referring to the values of the attributes stated above in context with the decision made as the values of the variable meets some condition.

The main objective of this study is to develop ART eligibility predictive model in support of deciding whether HIV positive individual should start Anti-retroviral treatment or not.

3. METHODOLOGY

In order to realize the objectives of this project, the following methodology is used.

3.1. Literature Review

It is vital to review other related literatures to have a deep knowledge on the domain area and the problem solving methods. Different books, journal articles, conference proceedings and Internet resources are reviewed in detail to get better understanding of the application domain and to have detail knowledge on the various techniques of data mining.

3.2. The KDD Process

According to [6], KDD is the nontrivial process of identifying valid, novel, potentially useful and ultimately understandable patterns in data. For conducting this project KDD model was used. KDD process is commonly defined with the following stages:

- Selection: It involves collecting data from possible sources to get the target data
- Preprocessing: It concerns with cleaning the target data so as to get preprocessed data.
- Transformation: It is all about any sort of rearrangements of the preprocessed data so that it would be easy to apply the data mining tool.
- Data mining: It involves applying appropriate data mining techniques and algorithms onto the transformed data to get interesting patterns of the data.
- Interpretation/Evaluation: At this stage of the KDD process, the discovered pattern is evaluated to give recommendations [6].

3.3. Data Collection

The dataset used for conducting this experiment is collected from Felege Hiwot Referral Hospital database. Around 1512 records were taken from the MS Access database which is collected in the year 2005 and 2006 E.C for their own purpose, and changed into the excel spread sheet format. This dataset contains HIV patient information who visited the Hospital on those mentioned years for the purpose of ART initiation.

3.4. Implementation Tool

Before doing a project, selecting the best tool which fits the intended goal is an essential task. According to [7], WEKA has achieved widespread acceptance within academia and business circles, and has become a widely used tool for data mining research. For this specific project, WEKA 3.6 was
used to build a model and Excel 2010 was used for some of preprocessing tasks such as data cleaning (e.g. for missing value identification).

The main strengths WEKA is freely available under the GNU General Public License, very portable because it is fully implemented in the Java programming language and runs on any modern computing platform, contains a comprehensive collection of data preprocessing and modeling techniques. WEKA supports several standard data mining tasks like data clustering, classification, regression, preprocessing, visualization and feature selection [8].

4. PROPOSED SOLUTION

4.1. Data Preprocessing

Today's real-world data are highly susceptible to noisy, missing, and inconsistent data due to their typically huge size and their likely origin from multiple, heterogenous sources. Low-quality data will lead to low-quality mining results [9]. Therefore, improvement of the data quality is necessary in order to enhance the efficiency and ease of the mining process.

After collecting the ART data from the Felege Hiwot Referral Hospital I tried to get the general property of the data, missing values, noisy data and the degree of duplicates through descriptive data summarization. And then, in order to improve the quality of the data and, consequently, of the mining results we applied the following data preprocessing tasks.

4.2. Data Cleaning

Data cleaning refers to identifying incomplete, incorrect, inaccurate, irrelevant, etc, parts of the data and then replacing, modifying, or deleting this dirty data or coarse data[10]. During data cleaning phase, I identified some incomplete and noisy attribute values in the original dataset. Out of 1512 records, there are 86 records with missing class label values and those records are totally removed from the original dataset. By consulting domain expert, 12 tuples with so many missing values are also removed. WHOStage, CD4Count and CD4Percent are among the attributes with missing value. As the domain expert recommended us, we filled the missing value of those attributes by zero (0).

There are also some attributes in the original dataset containing values that are incorrect or invalid or doesn’t give any sense. For example, there is a patient whose sex is “male” and pregnant is “true” and there a patient, whose sex is “female”, age is between “2 & 5” years and pregnant is “true”. I modified such records. Finally, at the end of data cleaning process, I select 1414 records for further processing.

4.3. Data Integration

Data mining often requires data integration - the merging of data from multiple data sources. In my case we didn’t apply data integration. Because the dataset for this project is collected from a single data source which is from Felege Hiwot Referral Hospital pre ART database.

4.4. Data Reduction

Complex data analysis and mining on huge amounts of data can take a long time, making such analysis impractical or infeasible. Therefore, apply data reduction techniques to obtain a reduced representation of the dataset that is much smaller in volume, yet produce the same (or almost the same) analytical results.

The collected dataset contains 1414 instances, which is not as such a large data. Therefore, it is not necessary to apply numerosity or size reduction on this dataset. The original dataset has 30 attributes. However, the dataset contains some attributes which are irrelevant for the intended data mining task. To remove those irrelevant attributes, relevance analysis has been performed on the dataset by involving domain expert. According to [11][12] and domain expert recommendation, ChronicYear, Gender, Age, Pregnant, WHOStage, CD4Count, EligibilityForART and CD4Percent are important attribute to build a model that predicts HIV patient ART eligibility. The rest of the attributes are removed from the data set. At this stage a dataset containing 1414 instances and 8 useful attributes is selected for further processing. Table 1 shows the description of the selected attributes.

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Description</th>
<th>Attribute Type</th>
<th>Attribute Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChronicYear</td>
<td>Year the patient visited ART</td>
<td>Nominal</td>
<td>Two values:</td>
</tr>
</tbody>
</table>
### Data Transformation

Data transformation plays an important role in modifying data into forms more appropriate for mining. Based on WHO Antiretroviral Therapy recommendation for HIV infection in adults and adolescents [11], and infants and children [12], this paper discretized age value into four groups manually.

- Patient less than two years grouped into $< 2$
- Patient between two and five years grouped into $[2,5)$
- Patient between five and fifteen years grouped into $[5,15)$
- Patient greater than or equal to fifteen years grouped into $\geq 15$

ChronicYear and WHOStage which is detected as numeric attribute types by WEKA are transformed into nominal attribute type.

### Experimentation

In this study an attempt is made to explore ART services data to identify regular patterns in order to determine clients’ eligibility for Antiretroviral Therapy. Experiments have been carried to identify classification model. The purpose of experiments is to find model that is able to predict the eligibility of the clients’ for ART as Yes or No taking selected attributes as inputs. Identifying the determinant factors of ART initiation can support the physician to decide whether the client is eligible for ART or not.

In order to train the classifiers 1414 data are used for training and testing. For building ART eligibility predictive model, Naive Bayesian Classifier and J48 Decision Tree Classifier are used.

A Naive Bayesian classifier [13] is a simple probabilistic classifier based on applying Bayesian theorem (from Bayesian statistics) with strong (naive) independence assumptions. J48 is a simple C4.5 decision tree, it creates a binary tree. C4.5 builds decision trees from a set of training data which is like an ID3, using the concept of information entropy [14].

A total of four experiments are done. To evaluate the performance of the model; 10-fold cross validation and Percentage split (66%) are used. In the case 10-fold cross validation, the data are randomly partitioned equally into ten parts. The learning scheme is trained ten times using nine-tenths of the total data and the remaining is used for testing. Therefore the learning procedure is executed a total of 10 times on different training and testing sets. In the case percentage split, the learning scheme is trained using 66% of the total data and the remaining is used for testing.

In all experiments, 8 selected attributes (ChronicYear, Gender, AgeRange, Pregnant, WHOStage, CD4CountAdult, CD4PercentChild and EligibleForART) are used. Out of these attributes, the class or
dependent attribute is EligibleForART. The experiment is done using WEKA mining tool version 3.6.11. The tool takes the data in arff format in a single table. Before this the prepared data in excel format is changed to csv format.

In order to build a model this arff file is given to the classifiers. The frontend of this file is shown in figure 1.

![WEKA Explorer Windows Showing the Number of Attribute and Instances.](image)

**Figure 1.** WEKA Explorer Windows Showing the Number of Attribute and Instances.

### 5.1. Experiment I

To build the predictive model, J48 decision tree algorithm is trained and evaluated using 10-fold cross validation. For this experiment the default parameter values of J48 decision tree algorithm are used except the minimum number of instances per leaf which is modified to one (1) and unpruned which is modified to True. Figure 2 presents the summarized output of this model.

![Summary of the outputs of unpruned J48 Decision using 10-fold cross-validation test mode.](image)

**Figure 2.** Summary of the outputs of unpruned J48 Decision using 10-fold cross-validation test mode.

### 5.2. Experiment II

To build the predictive model, J48 decision tree algorithm is trained and evaluated using Percentage Split: 66% of the dataset is used for training set and the remaining dataset is used for test set. For this experiment the default parameter values of J48 decision tree algorithm are used except the minimum number of instances per leaf which is modified to one (1) and unpruned which is modified to True. Figure 3 presents the summarized output of this model.
5.3. Experiment III

To build the predictive model, Naive Bayesian classifier is trained and evaluated using 10-fold cross validation. For this experiment the default parameter values of Naive Bayesian classifier are used. Figure 4 presents the summarized output of this model.

--- Run information ---

Scheme: weka.classifiers.bayes.NaiveBayes
Attributes: 8
Test mode: 10-fold cross-validation
Naive Bayes classifier
Time taken to build model: 0 seconds

--- Stratified cross-validation ---

Correctly Classified Instances 1324 93.6351 %
Incorrectly Classified Instances 90 6.3649 %
Kappa statistic 0.8566
Mean absolute error 0.1179
Root mean squared error 0.2578
Relative absolute error 26.5907 %
Root relative squared error 54.7498 %
Total Number of Instances 1414

--- Detailed Accuracy By Class ---

<table>
<thead>
<tr>
<th></th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>ROC Area</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.951</td>
<td>0.094</td>
<td>0.953</td>
<td>0.951</td>
<td>0.952</td>
<td>0.938</td>
<td>Yes</td>
</tr>
<tr>
<td>b</td>
<td>0.906</td>
<td>0.049</td>
<td>0.902</td>
<td>0.906</td>
<td>0.904</td>
<td>0.938</td>
<td>No</td>
</tr>
</tbody>
</table>

Weighted Avg. 0.936 0.079 0.936 0.936 0.936 0.938

--- Confusion Matrix ---

a   b <-- classified as
301 12 | a = Yes
13 155 | b = No

Figure 4. Summary of the outputs of Naive Bayesian classifier using 10-fold cross-validation test mode.

5.4. Experiment IV

To build the predictive model, Naive Bayesian classifier is trained and evaluated using Percentage Split: 66% of the dataset is used for training set and the remaining dataset is used for test set. For this experiment the default parameter values of Naive Bayesian classifier are used. Figure 5 presents the summarized output of this model.

--- Run information ---

Scheme: weka.classifiers.trees.J48 -U -M 1
Instances: 1414
Attributes: 8
Test mode: split 66.0% train, remainder test
J48 unpruned tree
Number of Leaves: 11
Size of the tree: 11
Time taken to build model: 0.02 seconds

--- Evaluation on test split ---

Correctly Classified Instances 456 94.8025 %
Incorrectly Classified Instances 25 5.1975 %
Kappa statistic 0.8855
Mean absolute error 0.0839
Root mean squared error 0.2251
Relative absolute error 18.7826 %
Root relative squared error 47.1466 %
Total Number of Instances 481

--- Detailed Accuracy By Class ---

<table>
<thead>
<tr>
<th></th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>ROC Area</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.962</td>
<td>0.077</td>
<td>0.959</td>
<td>0.962</td>
<td>0.96</td>
<td>0.933</td>
<td>Yes</td>
</tr>
<tr>
<td>b</td>
<td>0.923</td>
<td>0.038</td>
<td>0.928</td>
<td>0.923</td>
<td>0.925</td>
<td>0.933</td>
<td>No</td>
</tr>
</tbody>
</table>

Weighted Avg. 0.948 0.064 0.948 0.948 0.948 0.933

--- Confusion Matrix ---

a   b <-- classified as
301 12 | a = Yes
13 155 | b = No

Figure 3. Summary of the outputs of unpruned J48 Decision tree using Percentage split (66%) test mode.
The outputs of Experiment I, II, III and IV are analyzed and evaluated in terms of the details of the confusion matrix of the model.

From the output of Experiment I, as shown in figure, the selected classifier registers 95.8% accuracy. The confusion matrix shows that, out of the total 945 actually eligible for ART clients, only 922 (97.6%) clients are classified as Eligible for ART and the rest are misclassified as not eligible for ART. And out of the total 469 actually not eligible for ART clients, only 433 (92.3%) clients are classified as not eligible for ART and the rest are misclassified as eligible for ART negative. This means the model has better performance in terms of correctly classifying eligible for ART than not eligible for ART.

From the output of Experiment II, as shown in figure, the selected classifier registers 94.8% accuracy. The confusion matrix shows that, out of the total 313 actually eligible for ART clients, only 301 (96.5%) clients are classified as Eligible for ART and the rest are misclassified as not eligible for ART. And out of the total 168 actually not eligible for ART clients, only 155 (92.3%) clients are classified as not eligible for ART and the rest are misclassified as eligible for ART negative. This means the model has better performance in terms of correctly classifying eligible for ART than not eligible for ART.

From the output of Experiment III, as shown in figure, the selected classifier registers 93.6% accuracy. The confusion matrix shows that, out of the total 945 actually eligible for ART clients, only 899 (95.1%) clients are classified as Eligible for ART and the rest are misclassified as not eligible for ART. And out of the total 469 actually not eligible for ART clients, only 425 (90.6%) clients are classified as not eligible for ART and the rest are misclassified as eligible for ART negative. This means the model has better performance in terms of correctly classifying eligible for ART than not eligible for ART.

From the output of Experiment IV, as shown in figure, the selected classifier registers 90.4% accuracy. The confusion matrix shows that, out of the total 313 actually eligible for ART clients, only 283 (90.4%) clients are classified as Eligible for ART and the rest are misclassified as not eligible for ART. And out of the total 168 actually not eligible for ART clients, only 152 (90.5%) clients are classified as not eligible for ART and the rest are misclassified as eligible for ART negative. This means the model has better performance in terms of correctly classifying not eligible for ART than eligible for ART.
7. CONCLUSION AND RECOMMENDATION

7.1. Conclusion

HIV/AIDS has claimed the lives of millions and has left behind hundreds of thousands of orphans in Ethiopia. The government of Ethiopia took several steps in preventing further disease spread, and in increasing accessibility to HIV care, treatment and support for persons living with HIV. Antiretroviral therapy (ART) is one of the treatments given to HIV patients by Felege Hiwot Referral Hospital to restore patients with severe disease to healthy.

The dataset for the study contains pre ART records of the year 2005 and 2006 E.C produced by the ART office of Felege Hiwot Referral Hospital. The dataset has been utilized for the purpose of predicting clients’ eligibility for ART. Raw data which were simply accumulated as result of day to day activities have been utilized for this project to show important patterns in the data.

Before these data has been used for the purpose of classification a number of pre-processing steps such as data cleaning, data reduction and data transformation have been effectively used which helped in achieving the objective finally.

After experimenting J48 decision tree and Naive Bayesian classifier using both 10-fold cross validation and percentage split (66%) test modes, unpruned J48 classifier using 10-fold cross validation that performs classification with 95.8% accuracy in predicting clients’ eligibility for ART is created.

Finally, the classification rules obtained from the model reveal that: pregnant women are eligible for ART; if patient CD4 count is less than or equal to 350 and age is greater than or equal to five years then the patient is eligible for ART; all infants (age less than 2 years) are eligible for ART; if age is between two and five years and CD4 percent is less than or equal to 25 then the patient is eligible for ART; if patient age is between two and five years and CD4 count is less than or equal to 750 then the patient is eligible for ART.
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