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1. INTRODUCTION 

This paper focuses on tackling the difficulties of classifying large amounts of data and investigating 

practical methods to complete the task. The two phases of classification are training and testing 

(Yousafzai, Hayat, and Afzal, 2020). During the training phase, a classification algorithm uses class 
labels to identify particular patterns in training data. During the testing phase, a trained classification 

algorithm predicts a class label for a test dataset. Additionally, big data is a vast collection that continues 

to grow quickly over time. The magnitude and complexity of this data made it impossible for any of the 

traditional data processing tools to store or handle.The magnitude of Big Data is a factor in how long it 
takes the classifier to categorise it and how much memory it uses. Distributed classifier training can 

potentially process massive data rapidly and effectively. 

The scalability and efficiency limitations of learning approaches make handling large volumes of data 
extremely difficult (Thudumu, Branch, Jin, and Singh, 2020). For example, when the computational 

difficulty exceeds the primary memory, the method cannot scale efficiently because of memory 

constraints. Distributed learning techniques could be used to scale and handle large data sets. Because 
distributed learning techniques can divide learning operations across multiple processors, they could 

make processing large data sets easier. Distributed learning makes use of conventional machine learning 

techniques. A unique ensemble machine and deep learning approaches are required to improve the 

precision of distributed learning.  

Ensemble strategies employ many classification techniques to improve predictive accuracy over a single 
classification strategy. Therefore, the distributed ensemble machine and deep learning technique were 

suggested in this paper. 

According to Kumar, Bashir, Rashid, and Kharel (2021), machine-generated datasets have become 

larger in recent years. Massive amounts of information that exceed the capabilities of traditional 

database management systems are comprised of vast quantities of data. Big data is pervasive because 

modern data-intensive systems can handle a variety of data sources and formats (Erraissi and Belangour, 
2018). 

The necessity for effective partitioning strategies that meet demands for memory use, processing speed, 

and implementation time has increased as datasets continue to grow. The problem with large data is that 
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object grouping increases the comparability of data from different groups. Big data is used in practically 

every business (Desai, 2018). Big data can be divided into three categories: somewhat organized, 
disorganized, and organized. Any information that is saved, accessed, and handled according to a 

predetermined format is considered organized data. 

Computer science expertise has improved over time in its ability to put these ideas into practise.  

Any data with an unclear structure or form is considered unorganized data. Unorganized data must 

overcome a number of obstacles in order to be analyzed and its value retrieved because of its enormous 

bulk. An appropriate example would be a heterogeneous data set consisting of a combination of text 
documents, photos, and video files. Even though organisations today have a massive data, they are 

unsure how to utilize it since it is unorganized. 'Semi-organized' data contains both kinds of data. 

Big data mining is a technique used to gather and analyze vast amounts of information to extract 

essential insights. Different data mining procedures are frequently used to process big data. But, the 

dimensionality could not be reduced using the procedures. Hence, clustering is a vital data mining 
technique for performing big data analytics. Toalleviate the effects of dimensionality, associated data 

points are grouped through clustering (Amutha and Sharma, 2021). 

The technique of grouping related objects together is called clustering. With tiny datasets, conventional 

clustering approaches are efficient. Every object inside a cluster ought to be identical to every other 

object within the cluster when clustering huge datasets (Sreedhar, Kasiviswanath and Chenna Reddy, 
2017). The capacity to autonomously group identical objects enables the detection of unseen patterns 

and critical aspects when a big volume of data is sorted into categories. Users are capable of 

comprehending a lot of data due to it.  

Five categories of clustering methods could be employed to group data into clusters. These include 

algorithms based on partitions, hierarchies, densities, grids, and models (Oyelade, Isewon, Oladipupo, 

Emebo, Omogbadegun, Aromolaran and Olawole, 2019). Numerous methods of each category have 
been effectively used in actual data mining scenarios (Ahmad and Khan, 2019). 

Due to its simplicity in learning and execution and low temporal complexity compared to other 

approaches, partition-based approaches are unquestionably the most well-known and often employed 

approaches (Ansari, Afzal and Sardar, 2019). A dataset is split into k parts representing a cluster in 

partition-based clustering approaches. Starting with a collection of information items, a typical data 
clustering technique splits them into k groups using similarity measures like Euclidean distance. The 

succeeding few conditions could be satisfied by partition-based clusters: At least one data item should 

be present in each cluster, and each item can only belong to one cluster (Niroomand, Bach and Elser, 2021). 

2. RELATED WORK 

Five phases of the comprehensive system for managing extensive datasets are portrayed in Figure 1.1. 

The first stage is gathering the Higgs boson dataset from the Kaggle data repository (Kaggle.com, 

2022). This dataset includes 33 features, including a target feature and 2 50 000 instances. This paper, 

for the sake of simplicity, uses 10% of the Higgs boson dataset to assess a huge dataset processing 
system. It has 25,000 instances and 33 features, one of which is a target feature. 

The second stage involves clustering, a popular method for partitioning any dataset. Employing the 
combination of K-Means, K-Medoids, Fuzzy C-means, Expectation-Maximization (EM), and Density-

Based Spatial Clustering of Applications with Noise (DBSCAN) approaches, this phase presents an 

ensemble partition-based clustering with a majority voting technique for partitioning huge datasets. 
Initially, the substantial dataset is segmented separately using these five clustering techniques. 

Subsequently, a majority voting technique is employed to select the ultimate clusters among the five 

clustering methods. The data instances are allocated to the cluster that garnered the highest number of 
votes among these five clustering algorithms. 

 
 

 

 
 

 

Figure 1.1.  Overview of the processing of huge datasets 
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In this paper, feature selection, is employed to identify the optimal features for creating usable models. 

The performance of distributed systems is improved in this stage by introducing a novel three-stage 
multi-objective feature selection (TMFS). The TMFS algorithm utilizes the correlation coefficient, 

Fisher score, information gain, absolute deviation, and min-max normalisation as five feature selection 

strategies at three levels. They help in decreasing the error rate in classification, minimizing the number 
of features, and condense the dataset. 

3. PROPOSED METHOD 

A huge dataset has a high degree of dimension. A high-dimensional dataset must be classified in a very 
difficult and time-consuming manner. Additionally, it offers less accuracy. a feature selection strategy is 

required to boost the effectiveness of the classification algorithm via eliminating redundant features and 

decreasing the dataset dimensionality. However, the accuracy of currently used feature selection 

techniques is lower. This chapter suggests a new three-stage multi-objective feature selection (TMFS) 
method to provide greater accuracy than current feature selection strategies.  

3.1 Feature Selection in Distributed Systems 

Researchers working in data mining should overcome the challenges of big data analysis. Therefore, 
they rely on distributed systems, which split enormous datasets into smaller ones and distribute them 

among many processing devices. Distributing one device's large data processing load across multiple 

devices reduces processing time. But, on the other hand, the learning approach requires more time and 
space because the dataset has many redundant and dimensional features. Therefore, it will make the 

learning strategy less effective. Therefore, a feature selection strategy is crucial for choosing the 

required features while removing unwanted ones (El-Hasnony, Barakat, Elhoseny, and Mostafa, 2020). 

But, the majority of feature selection methods choose various feature subsets for a similar data set. 
Therefore, the accuracy of the classification may change as a result. To deal with this problem, this 

chapter proposed a new three-stage multi-objective feature selection (TMFS) method to boost the 

effectiveness of distributed systems. 

3.2 Three-Stage Multi-Objective Feature Selection for Distributed Ensemble Machine and Deep 

Learning 

Large datasets from the real world have a variety of features in their information representation. 
However, only a few of these might be pertinent to the target feature. Many features may be unrelated 

to the target feature; this section suggests an ensemble-based feature selection technique to choose a 

fixed feature set relating to the target feature that increases classification accuracy. 

This section created a novel three-stage multi-objective feature selection (TMFS) technique to boost 
distributed learning efficiency. The suggested TMFS technique combines many subsets of features to 

choose the optimal subset. The TMFS methodutilizes five feature selection methods at three levels: 

Min-Max Normalization (MMN), Information Gain, Fisher Score, Mean Absolute Deviation, and 
Correlation Coefficient.  
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To enhance efficiency, the dataset needs to be divided into smaller pieces and distributed across 

numerous machines. Initially, the dataset is clustered using ensemble partition-based clustering with a 
majority vote. Then, the dataset is partitioned into K parts utilizing this approach (with K set to 3 in this 

instance). Each partition is subsequently distributed to individual machines. Finally, the TMFS 

algorithm is used on each machine to select the most appropriate features. The flowchart of the proposed 
TMFS method is illustrated in Figure 3.1. 

4. EXPERIMENTAL RESULTS 

4.1 Dataset Description 

The proposed TMFS technique was evaluated on the Higgs boson dataset, which is accessible through 
the Kaggle data repository (Kaggle.com, 2022). The dataset contains 33 features and 250,000 events. 

To simplify the evaluation process, we utilized only 10% of the Higgs boson dataset. However, there 

are 25,000 events in it. Two labels in the target class served as a unique identifier for each event: signal 
= 1; background = 0. 

4.2 Statistical Metrics 

Accuracy: 

The proportion of accurate forecasts to all instances is known as accuracy (AC), which is shown in Eq. (4.1): 

𝐀𝐂 =
TP+TN

TP+TN+FP+FN
                                                                                                                            (4.1) 

In this context, TP denotes the count of instances accurately classified as 0, FP denotes the count of 

instances incorrectly classified as 0, TN denotes the count of instances accurately classified as 1, and 

FN denotes the count of instances incorrectly classified as 1. 

Sensitivity: 

Sensitivity (SE) is determined by its capacity to accurately predict 0 events (TP cases) which are showed Eq. (4.2): 

𝑺𝑬 =
TP

TP + FN
    (4.2) 

Specificity: 

Specificity (SP) is determined by its capacity to accurately predict 1 event (TN cases), which is shown 
in Eq. (4.3): 

𝑺𝑷 =
TN

TN + FP
   (4.3) 

Precision: 

Positive predictive value is called the precision (PR), which is depicted in Eq. (4.4): 

𝑷𝑹 =
TP

TP + FP
  (4.4) 

4.1 Accuracy 

Table4.1. Presents a comparison of the accuracy of various feature selection techniques for partition 1 

of the Higgs boson dataset on machine 1. 

Table4.1. Comparing the accuracy of several feature selection techniques for Higgs boson Dataset Partition 1 

on Machine 1 

Techniques Accuracy 

CC 0.837 

FS 0.878 

IG 0.756 

TMFS (CC-FS-IG) 0.911 
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Additionally, Figure 4.1 displays the accuracy comparison. This comparison shows that the best feature 

selection technique is TMFS (CC-FS-IG). 

 

 

 

 

 

 

 

 

 

 

Figure4.1. The comparison of accuracy among different feature selection methods for Partition 1 of the Higgs 

boson dataset on Machine 1 

The accuracy of the IG technique is one of the major drawbacks. The CC technique, however, offers 

the maximum accuracy compared to the IG technique. On the other hand, the FS technique offers the 

most accuracy compared to the CC technique. However, the TMFS (CC-FS-IG) technique provides a 
very high accuracy compared to the FS technique. 

Table 4.2 presents a comparison of the accuracy of different feature selection techniques for Partition 2 

of the Higgs boson dataset on Machine 2. 

Table4.2. Comparing the accuracy of several feature selection techniques for Higgs boson Dataset Partition 2 

on Machine 2 

Techniques Accuracy 

FS 0.899 

IG 0.844 

MAD 0.769 

TMFS (FS-IG-MAD) 0.916 

Additionally, Figure 4.2 displays the accuracy comparison. This comparison shows that the best feature 

selection technique is TMFS (FS-IG-MAD). 

 

Figure4.2. The comparison of accuracy among different feature selection methods for Partition 2 of the Higgs 

boson dataset on Machine 2 

Among other techniques, the MAD technique's accuracy is noticeably worse. However, the IG 

technique offers the maximum accuracy compared to the MAD technique. However, the FS technique 

is more accurate than the IG technique. But when compared to the FS technique, the TMFS (FS-IG-

MAD) technique provides a high level of accuracy. 
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Table 4.3 compares the accuracy of different feature selection techniques for partition 3 of the Higgs 

boson dataset on machine 3. 

Table4.3. Comparing the accuracy of several feature selection techniques for Higgs boson Dataset Partition 3 

on Machine 3 

Technique Accuracy 

MAD 0.702 

MMN 0.74 

CC 0.773 

TMFS (MAD-MMN-CC) 0.842 

Additionally, Figure 4.3 displays the accuracy comparison. This comparison shows that the best feature 

selection technique is TMFS (MAD-MMN-CC). 

 

 

 

 

 

 

 

 

 

Figure4.3. Comparing the accuracy of different feature selection techniques for partition 3 of the Higgs boson 

dataset on machine 3 

Among other techniques, the MAD technique's accuracy is noticeably worse. However, the MMN 
technique offers the maximum accuracy compared to the MAD technique. However, the CC technique 

offers the maximum accuracy compared to the MMN technique. However, the TMFS (MAD-MMN-

CC) technique provides significantly higher accuracy when compared to the CC technique. 

5. CONCLUSION 

Partition-based clustering is the partitioning method that is most frequently and extensively employed. 

However, due to big datasets’ explosive growth, existing clustering algorithms are inadequate to extract 

knowledge from huge datasets. Conventional proposed ensemble partition-based clustering using the 
majority voting technique for huge dataset partitioning using K-Means, K-Medoids, Fuzzy C-means, 

EM, and DBSCAN algorithms to cluster such large datasets. Accuracy and execution time were the 

primary measures to measure the efficiency of the ensemble clustering method. The experimental 
findings demonstrated that, compared to the other five clustering strategies, the suggested ensemble 

clustering technique delivered the greatest accuracy and clustered data more quickly. 

Each partition in the distributed system is distributed to each machine by the DL-BPF framework. Each 

machine chooses the best features once it has received the partition. Techniques for feature selection 
are typically used to improve classifier performance. The accuracy of the results varied at different 

levels because different feature selection methods selected different feature subsets. To address this 

issue and improve the efficiency of distributed systems, a new three-stage multi-objective feature 
selection (TMFS) method was introduced in this paper. The TMFS technique chooses the best feature 

subset by integrating various feature subsets. The experimental results showed that the proposed TMFS 

method reduces the size of the dataset and the number of features while achieving the highest levels of 
accuracy, sensitivity, specificity, and precision. 
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