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Abstract: Routing is an important function to run some important operations in the computer networks, it influence both the process of managing the network as the quality of services in world wide networks. The management of transferring the message has to fulfill the requirements volume of traffic to be transmitted as to prevent congestions for reducing the transmission delays. These two requirements in general are contradictory. The most favorable process of sending the messages is a key issue for the quality of the information services. Routing in networks, applying shortest path algorithms widely used in communication protocols in WIDE AREA NETWORK.
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1. INTRODUCTION

The main function of the network layer is routing packets from source machine to destination machine. The algorithms that choose the routes and the data structures. ROUTING ALGORITHM is the part of network layer software responsibility is to decide that which output line an incoming packet should be transmitted on. The efficiency of a routing algorithm depends on its performance, during congestions in the network it must perform route choice and delivery of messages. The performance of the routing is estimated depends on the throughput in the network and quality of the service (Packet delay). The routing influences the flow control with the delays on links.

Fig: Interaction between flow control and routing from the figure, when the throughput increases then delay time also increases.

2. TYPES OF ROUTING ALGORITHMS

2.1. Optimal Routing

In the communication systems, the routers compute the flow transmissions according to the shortest path algorithm. Optimal routing algorithm is efficient in finding optimal route, according to the link weights, presenting the traffic load on them. This optimal routing algorithm can’t flow through alternative paths. Generally several paths are present between source and destination nodes in the common network structure. Commonly an open shortest path first (OSPF) protocol routes the path depends on their cost, but it does not estimate and apply alternative routing to
available paths. Thus QoS (Quality of Services) is not supported only by shortest path management.

Thus the average delay per packet is reduced also at steady or low traffic conditions.

This architecture insists routers to broadcast the the local topology information to all routers. The process of providing QoS in the routers to apply traffic prioritization. This idea is used to classify that the traffic to a multiple levels of priority queues. Those priorities are assigned on packet peculiarities the protocol uses packet type, source and destination networks. Enhancements done by subdividing the link capacity into different classes finally the traffic is assigned to each class and the routers serve each class with not the same priority.

The optimization problem for this case can be stated as:

\[
\max q \\
\text{subject to} \\
\sum_{j \in F(i)} x_{ij} + \sum_{j \in R(i)} x_{ji} = \begin{cases} 
q & \text{if } i = s \\
-q & \text{if } i = t \\
0 & \text{otherwise}
\end{cases} \\
0 \leq x_{ij} \leq c_{ij} \quad \forall (i, j) \in A, \\
x = \text{integer}
\]

where FS(i) and RS(i) denote the forward and reverse links for node i, A is a set of arcs, \( c_{ij} \) is the capacity of link \((i, j)\), \( q \) is the flow to be routed from source node \( s \) to destination node \( t \), \( T^* \) is the maximal feasible delay, and \( d_{ij} \) is the delay function for the link\((i, j)\). Routers use "Routing algorithms" to find the best route to destination. considering parameters like the number of Hops (a hop is the trip a data packet takes from one router or intermediate point to another in the network), time delay and communication cost of packet transmission.

There exist two important routing algorithms for gathering the information: "Global routing algorithms" and "Decentralized routing algorithms". In global routing algorithm every node has information about the remaining nodes in the network and speed of the message passing time. These algorithms are called as "link state algorithm"

2.2. Link State Algorithm

The main principles of link state algorithm Each router keeps a topology database of whole network link state updates flooded, or multicast to all network routers compute their routing tables based on topology often uses Dijkstra’s shortest path algorithm.

It is mainly used in the OSPF.

Mainly it consists of several operations in link state algorithm:

Step1:

Finding of routers which are physically connected to the routers and also its IP address. When router starts working it will send the “HELLO” packet over the network. All routers with in the network will receive the message its replays the ip address of that particular router.

Step2:

Delay time for the neighboring routers in the network will be measured. Routers will send the Echo packets over the network, every router that receives these packets replies with an Echo reply Packet. By dividing the Round Trip Time by 2, routers can count the delay time. The Round Trip Time is a measure of the current delay on a network, found by timing a packet bounced off some remote host. This time includes the time in which the packets reach the destination and the time in which the receiver processes it and replies.

Step3:

Router will broadcast all its information over the network for other routers and receives .Thus all routers share their knowledge and broadcast their information to each other and each router is acquainted with the structure and the status of the network.
Step 4:
The router will evaluate the best route between two nodes of the network. Thus, the best route for the packets to every node is chosen. For this evaluation, the shortest path algorithm of Dijkstra is performed.

**Flooding topology in link state**

Neighbouring nodes synchronize before starting any relationship Hello protocol; keep alive initial synchronization of database description of all links (no information yet). Once synchronized, a node accepts link state advertisements containing a sequence number, stored with a record in the database. Only messages with a new sequence number are accepted. Accepted messages are flooded to all neighbours. Sequence number prevents anomalies (loops or black holes).

- Each router knows directly connected networks

![Diagram of network topology]

Initial routing tables

![Routing tables]

---

2.3. Dijkstra Shortest Path Algorithm

Main Aim: Find the least cost paths from a given node to all other nodes in the network.

Notation:

- \(D_{ij}\) = Link cost from \(i\) to \(j\) if \(i\) and \(j\) are connected
- \(D_n\) = Total path cost from \(s\) to \(n\)
- \(M\) = Set of nodes so far for which the least cost path is known

Method:

Initialize: \(M=\{s\}\), \(D_n = d_{sn}\)

Find node \(w\) ∈ \(M\), whose \(D_n\) is minimum

Update \(D_n\)

One of the oldest and best known problem in the field of distributed algorithms is to compute shortest paths between nodes in a network. This problem arises in the following context. We have a network of links and nodes (processors). Each link (I,J) is characterized by a direction dependent length \(\text{LEN}(I,J)\) that can change with time and can only be observed at node \(I\). The nodes execute a distributed algorithm to keep track of the shortest distances between themselves and the other nodes, in the course of which they communicate with adjacent nodes by transmitting messages over the links. The most popular solution to this problem is the Ford-Bellman method that was originally introduced in the Arpanet and is now used in a large number of networks.

The following is a simple set of instructions that enables to follow the algorithm:

**S1:** Label the start vertex as 0.

**S2:** Box this number (permanent label).

**S3:** Label each vertex that is connected to the start vertex with its distance (temporary label).

**S4:** Box the smallest number.

**S5:** From this vertex, consider the distance to each connected vertex.

**S6:** If a distance is less than a distance already at this vertex, cross out this distance and write in the new distance. If there was no distance at the vertex, write down the new distance.

**S7:** Repeat from step 4 until the destination vertex is boxed.

Before evaluating the complexity of the algorithm, we must precise when COMPUTE () is executed after a Triggering. There are two traditional possibilities, and we also suggest another: A) event driven: run COMPUTE () whenever a topology change occurs or an update message is received.
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One expects that this would be the fastest. If the output links have finite capacity this might result in update messages queuing for transmission.

B) Periodic: run COMPUTE ( ) at each node on a periodic basis, the periods need not be the same at all

Dijkstra algorithm in c as follows

```c
#include<stdio.h>
#include<stdio.h>
Int min_cost(int *dist, int *visit, int n);
{
Int lmin=9999, index;
For(i=1;i<=n;i++)
If(dist[i]<lmin & & visit[i]==0)
{Min=dist[i],
index=i;
}
Return index;
}main()
{
int cost[50][50], n, i, j, src;
Int *dist, *visit;
Clrscr();
Dist=(int *)malloc(50*sizeof(int));
visit=(int *)malloc(50*sizeof(int));
printf("A group consists of how many nodes");
scanf("%d", &n);
printf("A node select cost adjacency
cost matrix: ", n);
for(i=1;i<=n;i++)
for(j=1;j<n;j++)
{
scanf("%d", &cost[i][j]);
If(cost[i][j]==0)
Cost[i][j]=9999;
Visit[i]=0;
}
Print("A enter src node: ", n);
scanf("%d", &source);
For(i=1;i<=n;i++)
Dist[i]=cost[source][i],
Visit[source]=1;
For(i=2;i<n;i++)
K=min_cost(dist, visit, n);
Visit[K]=1;
For(i=1;i<n;i++)
If(cost[K][i]==9999 & & visit[i]==0)
If(dist[K]+cost[K][i]<dist[i])
{Dist[i]=dist[K]+cost[K][i];
Print("A node %d - %d", src, j, i);
}
For(i=1;i<n;i++)
If(i==source)
Print("A cost from %d", 
source, i, dist[i]),
Getch();
}
```
Example for Dijkstra Algorithm

Resulting Forwarding Table in C

<table>
<thead>
<tr>
<th>destination</th>
<th>link</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(C,A)</td>
</tr>
<tr>
<td>B</td>
<td>(C,B)</td>
</tr>
<tr>
<td>D</td>
<td>(C,B)</td>
</tr>
<tr>
<td>E</td>
<td>(C,B)</td>
</tr>
<tr>
<td>F</td>
<td>(C,B)</td>
</tr>
</tbody>
</table>

init: $M = \{ A \}$

step 1:
i0=A
j0=C
m(C)=10
$M = \{ A, C \}$

i0=A
j0=F
m(F)=10
$M = \{ A, C, F \}$
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Routing table of A

<table>
<thead>
<tr>
<th>net</th>
<th>next</th>
</tr>
</thead>
<tbody>
<tr>
<td>n1</td>
<td>direct</td>
</tr>
<tr>
<td>n2</td>
<td>direct</td>
</tr>
<tr>
<td>n3</td>
<td>B</td>
</tr>
<tr>
<td>n4</td>
<td>C</td>
</tr>
<tr>
<td>n5</td>
<td>C</td>
</tr>
<tr>
<td>n6</td>
<td>F</td>
</tr>
<tr>
<td>n7</td>
<td>F</td>
</tr>
</tbody>
</table>
Another Example for the dijkstra algorithm by following above C-program:

Let us consider:

Graph consists of 4 nodes
Enter 16 elements in adjacency matrix:

\[
\begin{array}{cccc}
0 & 8 & 7 & 0 \\
8 & 0 & 0 & 9 \\
7 & 0 & 0 & 6 \\
0 & 9 & 6 & 0 \\
\end{array}
\]

Enter the source code:2
Cost from 2 to 1 is ‘8’.
Cost from 2 to 3 is ‘5’.
Cost from 2 to 4 is ‘9’.

3. CONCLUSION

By this routing algorithms we conclude that the For providing of quality by implementing the multiple routes. In moving of routing path oscillations must be avoided but sensitivity to congestions may be significant. In centralized routing systems failure of traffic management centre may be harm for the system. For avoiding the congested routes the information has to update continuously in the adaptive routing. The three most important performance measures Are quality and quantity of the service and speed.
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