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Abstract: Attrition or better known as student dismissal or drop out from completing courses in higher learning institutions is prevalent in higher learning institutions in Malaysia and abroad. There are several reasons attributed to the attrition in the context of student in higher learning institutions. The degree of attrition varies from one institution to another and it is cause for concern as there will be a lot of wastage of resources of academic and administrative besides the adverse effect on the social aspect. In view of this, minimizing the attrition rate is of paramount importance in institutions. There have been numerous non-technical approaches to address the issue, but they have not been effective to predict at early stage the likelihood of students dropping out from higher learning institutions. Technical approach such as data mining has been used in predicting student attrition by some researchers in their past research work. However, not all prediction data mining techniques and other relevant and significant factors attributed to student attrition have been fully explored to address the issue. As of result this, this paper will focus on using support vector machine model to predict student attrition. It will also examine relevant and other factors that contribute to the attrition among students in Malaysia. With all these in place, a model with high accuracy in predicting student attrition is expected to achieve.

Keywords: Attrition, Data Mining, Support Vector Machine, Classification model

1. INTRODUCTION

Attrition becomes a normal scenario in many higher education institutions (HEIs) all over the world. The factors that lead to attrition among undergraduates and postgraduates in HEIs are varied from one to another taking into the consideration of geographical factors, ethnicity, education system of a country and etc [1]. Problem of attrition has been studied since 1980’s where [2] and [3] have expressed the concern on attrition rate among students in HEIs. There are many studies have been carried out to find out the reasons which lead to attrition and also many investigations have been conducted focusing on overcome the attrition problem through various approaches including intervention strategies [4],[5].

The attrition rate among Malaysian students in both public and private HEIs is contributed by many factors. In private HEIs, most of attritions cases are due to financial issues since the tuition fee is very expensive, lack of facilities provided by the management and quality of teaching [6]. While the majority of students leave public HEIs because of two major reasons; (i) not able to continue their study in the programme that they enrolled due to lack of interest and (ii) failed in the examination [6]. These factors, which related to attrition, need to be handled carefully in order to solve the issue of attrition. Many strategies have been put forward to encounter this issue which mainly focuses on non-technical approaches that did not have much impact to solve the problems that lead to attrition. Therefore, an efficient mechanism using a technical approach needs to be identified and put forward that can guarantee to reduce the attrition rate and improve retention rate. Thus, in this study, the support vector machine model would be used to predictattrition rates. The reason that the model is chosen is due to its support for high dimensional space and sparse [7]. Besides that, it eliminates the need for feature selection hence making, it is easier to use. Also it is known for its superior performance compared to other data mining models in solving pattern recognition problem [8].
Every university and colleges have a strong aim to provide students different backgrounds with a conducive learning experience that could lead students to achieve success completing their study earning certificates, diploma, degree or postgraduate degrees. However, the aim could not reach every student where some of them might fail to complete their study due to many reasons. Attrition is disadvantageous for both students and HEIs. For students, fail to earn a degree will hamper their efforts to improve the socioeconomic status while for HEIs, attrition creates a major financial problem due to loss of income through tuition fees from students.

In Malaysia, the situation of students dropped out in their tertiary level education is alarming where, according to the latest statistics; out of 168000 college students who pursue their studies for certificates and diploma, 30000 would not graduate while, out of 100000 students who went for their degree program me, only 83000 able to finish the program me[9]. It means that 17.5% of total students who enrolled in tertiary education have dropped out in Malaysia. [10] Reported that a private university in Malaysia has an attrition rate exceeding 14% in just 6 months in the year 2012.

Universities outside Malaysia are also facing the attrition problem among the students. Griffith University in UK has an attrition rate of 21.2% in year 2011 [11] while[12] reported that in the year 2007, out of 32 Australian universities there were about average of 10.5% dropped out in each university [12]. The rate of attrition varies according to the field of study, in the US, students who enrolled in [13] related programs either change to another program or leaving colleges/universities without completing their study (48% - bachelor degree – and 69% - postgraduate level) between 2003 and 2009. In non STEM programmes, both undergraduate and postgraduate suffered with an attrition rate of 56% between 2003-2009 [13],[14]found that about 57% of doctoral students across disciplines have to leave HEIs without completing their degree. [15] Cited that in the US, the attrition rate among PhD students is 50%.

HEIs all over the world are facing challenges in retaining number of students in their respective institutions where there is a need to identify factors that influencing students to leave higher education institutions before graduating. There are many factors from different aspects contribute to attrition; institutional environment, personal and financial problems are among the major reasons for students’ attrition. [11] Indicated the following reasons for students’ attrition which can be seen as universal reasons.

i. Personal difficulties – the most commonly given explanation for attrition, relating to health, finances, family, work, and difficulty fitting in or making friends.

ii. Academic difficulties – lack of academic preparedness, weak academic knowledge or specific study skills required to tackle the demands of the program; weak academic entry scores and low GPAs in first semester are all associated with greater attrition.

iii. Full time vs part-time status – part-time students are significantly less likely to continue into second year compared to full-time students.

iv. Making an uncertain or the wrong subject/program/university choice is linked to attrition. In some cases, this may reflect poor information provided prior to enrolment, or inadequate consideration of educational and career goals

v. Not being the University of First Choice – a proportion of students leave one university to take up a more attractive opportunity at another institution if they are able to

vi. Loss of interest in the program or subject area

vii. Inability to manage time and workload demands and in consequence falling behind

viii. Dissatisfaction with the university experience, quality of curriculum or teaching.” (pg.2)

Those numbers and reasons pertaining to the attrition rate among the students in HEIs showed that there is a need for a good mechanism that need to be developed and adopted by HEIs to overcome the problem of attrition in which this mechanism could hinder attrition from every angle of factors that contribute to the rise of number of dropped out. Thus, in this investigation; a holistic prediction of student attrition in HEIs in Malaysia using support vector machine model
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has been proposed in which it focuses on the feasibility of the usage of the system in mitigating attrition.

2. LITERATURE REVIEW

Data mining (DM) is a computer-based information system (CBIS) [16] devoted to scan huge data repositories, generate information, and discover knowledge. The meaning of the traditional mining term biases the DM grounds. But, instead of searching natural minerals, the target is knowledge. DM pursues to find out data patterns, organize information of hidden relationships, structure association rules, estimate unknown items’ values to classify objects, compose clusters of homogenous objects, and unveil many kinds of findings that are not easily produced by a classic CBIS. Thereby, DM outcomes represent a valuable support for decision-making.

Concerning education, it is a novel DM application target for knowledge discovery, decisions-making, and recommendation [17]. Nowadays, the use of DM in the education arena is incipient and gives birth to the educational data mining (EDM) research field [18].

There are several data mining techniques or methods, including generalization, characterization, classification; clustering, association, evolution, pattern matching, data visualization and meta-rule guided mining [19]. As this study focuses on prediction through classification method, generally there are several models that are popular such as decision tree, neural network, support vector machine, Naïve Bayes and decision rule [20]. However in this study, support vector machine is used over other models to predict student attrition and the justification for using it in this study has been mentioned earlier.

There have been some past research work in predicting student attrition. A case study has been performed to predict electrical engineering students drop out in the Department of Electrical Engineering Eindhoven University of Technology. The experimental results show that rather simple and intuitive classifiers (decision trees) give a useful result with accuracies between 75 and 80%. [21], certainly the research work is focused on decision tree model.

Similar research work has also been conducted at University of Science and Technology in Iran [22] where its focused classification models were regression and decision tree. An accuracy of 88.5% has been recorded considering selected academic and nonacademic factors in predicting student attrition.

The work by [23] uses three classification models which are logistic, decision tree and neural network in accordance to SEMMA methodology. Despite this research work primarily focused on comparing the accuracy between models in the context of student attrition, support vector machine model was not explored. Feature selection to determine contributing factors to student attrition was focused on non academic factors.

The importance of student dropout prediction using classification model is also evident in the research work by [24]. The work uses decision tree model to identify most contributing factors to student attrition and subsequently use those factors for prediction. An accuracy of 38.10% was recorded.

Other related work uses [25] prediction model particularly, artificial neural networks to determine the pass and fail cases on different educational majors at the end of the high school. Besides that, classification models have also been used to identify demographic, educational, and economic factors associated with atypically long time between doctoral program admission and degree completion [26].

The use of classification models such as neural network, decision tree and Naïve Bayes has also been popular in the education field to predict students’ behavior as evidenced in these research work [27]. In a nutshell, the objective of this study is to focus on using support vector machine model with high number of vectors or predictors to observe the accuracy of student attrition.

3. METHODOLOGY

As data mining is a process of discovering various models, summaries, and derived values from a given collection of data [28]. It is only appropriate that data that needs to be analysed using data
mining models should be accurate and reliable. The degree of accuracy of results obtained from
data mining models is directly dependent on the accuracy of data, thus a data mining process or
methodology is necessary. There are several well known data mining methodologies and for this
study Knowledge Discovery from Data (KDD) methodology is chosen. KDD is a process that
provides, in such way, this knowledge. KDD [29],[30] is an interactive and iterative process [31].
It is a multi stages process. According to [29] KDD process has 8 phases: problem formulation,
data retrieval, data selection, data cleaning, data transformation, data mining, patterns evaluation,
and knowledge integration and use as shown in Figure 1.

In this proposed study, selection phase will involve in selecting relevant and important factors or
attributes attributed to the student attrition. Certainly a high number of vectors or attributes will be
tested in this study. The selected attributes are expected to be non academic and the following
proposed attributes will be considered.

Proposed attributes: gender, age, location/hometown, parent’s occupation, parent’s income, health
status, media social involvement, choice of programme, status of study, type of prior knowledge
and other attributes.

Later in the preprocessing and transforming stages, there are inherent challenges in this study as
the support vector model only supports input or data in the form of numerical and binary and most
of the selected attributes are categorical based data. These attributes whose values are category
based must be converted into numeric or binary forms before they can be analysed using support
vector machine.

A simple technique can be deployed to convert a categorical attribute into binary form [32]. If
there are $m$ categorical values, then each original value can be uniquely assigned to an integer $n$ in
the interval $[0, m - 1]$. Thereafter, the each $m$ integers can be converted to a binary number
using $n = \log_2(m)$.

Example: parent’s occupation attribute; assume that there are three possible category values
which are professional, labour, others.

<table>
<thead>
<tr>
<th>Categorical value</th>
<th>Integer value</th>
<th>$x_1$</th>
<th>$x_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Labour</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>others</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Besides binarization process as shown above, some attributes particularly income attribute though
its value is expressed in numerical form but it has the potential to influence the final outcome as
large values will take precedence over other attributes. Therefore, such attribute, its value will be
normalized or scaled to prevent bias over other attributes.
Example: income attribute; assume the value is 20,000 and it will be normalized to a value between 0 to 1.

The next phase is about selecting a classification model. In this study, support vector machine model is chosen. Support Vector Machines, which were developed by [33], perform binary classification, i.e., separate a set of training vectors for two different classes \((x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\), where \(x_i \in \mathbb{R}^d\) denotes vectors in a \(d\)-dimensional feature space and \(y_i \in \{-1, +1\}\) is a class label. In this study, there will be two class labels which are likely drop out and unlikely drop out. The strength of SVM lies in decision boundary of a linear classifier which separate class labels and it can be written in the following form:

\[ W \cdot x + b = 0 \]

where \(w\) and \(b\) are parameters of the model.

After putting some training data through SVM, the following graph will be observed as shown in Figure 2.

Once the parameters of the decision boundary are found, a test instance \(z\) is classified as follows:

\[ f(z) = \text{sign} \left( w \cdot z + b \right) = \text{sign} \left( \sum_{i=1}^{N} \lambda_i y_i x_i \cdot z + b \right) \]

If \(f(z) > 1\), then the test instance is classified as a positive class or likely drop out class label otherwise, it is classified as a negative class or unlikely drop out class label.

4. CONCLUSION AND FUTURE WORK

Apparently, this paper identifies the potential use of classification model which is support vector machine to predict student attrition in a holistic and accurate manner.

Future work would involve in coming up training and test data to measure the accuracy of this model in predcting student attrition compared to other classification models to which past research work in the context of student attrition have used. Measuring the accuracy in predicting student attrition is vital before it can be put into practice in the real world context.
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