Abstract
The automated scoring or evaluation for written student responses have been, and are still a highly interesting topic for both education and natural language processing, NLP, researchers alike. With the obvious motivation of the difficulties teachers face when marking or correcting open essay questions; the development of automatic scoring methods have recently received much attention. In this paper, we developed and compared number of NLP techniques that accomplish this task. The baseline for this study is based on a vector space model, VSM. Where after normalisation, the baseline-system represents each essay by a vector, and subsequently calculates its score using the cosine similarity between it and the vector of the model answer.

This baseline is then compared with the improved model, which takes the document structure into account. To evaluate our system, we used real essays that submitted for computer science course. Each essay was independently scored by two teachers, which we used as our gold standard. The systems’ scoring was then compared to both teachers. A high emphasis was added to the evaluation when the two human assessors are in agreement. The systems’ results show a high and promising performance.
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INTRODUCTION
The essays examinations are basically considered as an indispensable key in the educational processes. It helps instructors to know students’ achievements and their situations during the learning journey. Even more, they are considered as a measurement of the learner’s ability to memorise, organise, analyse, and write thoughts focusing on specific desirable goals. In perspective aspects, the essay examination advantageously suits the small number of candidates as this gradually decreases when the number becomes larger. Furthermore, it eliminates the candidate’s guessing, since it relies on his free answer rather than selecting the good answer such as in multiple choices tests.

However, when there are a vast number of examinations that need to be assessed at once, the instructor finds himself overwhelmed to provide high quality feedback to educators within as short a period of time as is reasonable. Furthermore, different instructors of such a module can have various feedback scores for one candidate, which is one of the essays examinations drawbacks commonly known as subjectivity (Nitko, 1996).

As a result, the advancement in technological systems, especially natural language processing (NLP), is increasingly flourishing into to reduce effort, time, and cost of institution resources, for example the Intelligent Essay Assessor (IEA) (Landauer, 2003), which uses Latent Semantic Analysis (LSA) to extract semantic similarity of words and passages from text. However, this kind of system, based on (LSA) tends more towards the frequency of terms rather than understanding the meaning of human knowledge (language).
To address this issue, an automated scoring system based on vector space models (VSMs) is applied in this paper. Using this model, we address the issues of the aforementioned approaches and attempt to exploit the different NLP techniques to come up with an optimal solution.

In the remainder of this paper, we demonstrate our system development, in five parts. The first part describes related work. In the second section, a methodology is described. The results and findings are presented in the third section. Section 4 has been dedicated to drawing conclusion following some recommendations for the future work.

**LITERATURE REVIEW**

Automated Essay Scoring (AES) is defined as the computer technology that enables us to evaluate and score the written prose (Shermis & Barrera, 2002; Shermis & Burstein, 2003; Shermis, Raymat, & Barrera, 2003). The aim of using AES is to tackle the issues related in writing assessments, such as: time, cost, generalisability and reliability (Burstein, 2003; Chung & O’Neil, 1997; Hamp-Lyons, 2001; Ellis Batten Page, 2003; Rudner & Gagne, 2001; Rudner & Liang, 2002; Sireci & Rizavi, 2000). The advantages of using AES have been attracting public schools, universities, and researchers (Burstein et al., 1998; Shermis & Burstein, 2003; Sireci & Rizavi, 2000). Some of these advantages are: relieve the grading burden from the educators and adding a consistent level that unachievable sometimes by educators (Shermis & Barrera, 2002).

Nowadays, there are more than 12 programs in the Project Essay Grade (PEG) and Automated Essay Scoring field. These projects have been influenced by Page work (1966) (Williamson, 2009). In addition, they focus as much on assessing the essays’ semantic relevance to a given prompt as on assessing the quality of the essay itself. Some of the popular programs include: the Educational Testing Services (ETS) e-Rater (Attali & Burstein, 2006), PearsonKTs KAT Engine, Intelligent Essay Assessor (IEA) (Landauer, Laham, & Foltz, 2003) and Vantage Learnings Intellimetric (Elliot, 2003).

The e-Rater engine marks writing essays by extracting a set of features representing important aspects of writing quality from each essay. It is based on a regression-based methodology, which is a number of properties derived from natural language processing (NLP). When the regression weights are determined for those properties, they can be employed to more essays to turn a predicted score out based on the calibrated feature weights. The ongoing version of e-Rater system uses 10 such regression properties, with eight representing factors of writing quality and two representing content. A set of such sub-features computed from NLP techniques compose of primary scoring features (Attali & Burstein, 2006; Burstein, 2003).

PearsonKT’s KAT Engine is a similar application, which uses a Latent Semantic Analysis technique (Landauer, Foltz, & Laham, 1998). This technique uses a dimensionality-reduction method based on singular valuedecomposition. This method represents the content of each essay as a vector. They use direction and length as two aspects of the computed vector, which define the location of the essay in this multi-dimensional space. Then, the content score is calculated as a weighted sum, after normalisation and regression. The essay vector is compared to pre-scored essays by the angle separating. They select the closest pre-scored essays in angle, and then take their average human scores, and then the cosine distance from the candidate essay is calculated to produce the direction value. The content score is the combination of the weighted sum with a vector lengthvalue of the essay. Finally, they combined this content score with other linguistic measures such as style and mechanics (e.g. spelling) features to produce the resultant essay score (Landauer et al., 2003).

Vantage Learning’s IntelliMetric is used to evaluate students’ essays as part of intelligent tutoring system (Kukich, 2000). As a consequence of a wide range of applications that are used for automated
assessment to essays, these systems concentrate on assessing the semantic relevance or topicality of essays. The IntelliMetric is a scoring engine that assesses the skills of student's essays. The aim of this system is to mark the students' writing based on the state achievement examinations. This approach, as other systems, uses a substantial number of computer-produced features, which are designed to represent different aspects of writing quality. Moreover, they use five main classes to aggregate these features. The classes are as follows: Focus/Coherence, Organisation, Elaboration/Development, Sentence Structure, and Mechanics/Conventions. Finally, the multiple concurrent statistical methods are used for aggregating the features in order to give the final score (Elliot, 2003; Learning, 2003; Rudner, Garcia, & Welch, 2006).

Similarity within the text is a fundamental and essential research topic within the processing of the natural language as well as the similarity measure of the variation of physical units. Many researchers have conducted the evaluation of the students' essays upon the matching between the model's and optimal answer and the candidate's answer. It is essential to emphasize the simplicity of the vector space model (VSM), yet effective techniques are needed to determine the similarities between documents or utterances. Such methods have been widely used within the educational testing field. VSM technique has been applied by Attali & Burstein (2006) for the purpose of measuring English writers that are non-native in terms of the choice of vocabularies. This technique, which is used during the students' essay, are scored through determining the relationship between the words that exist within a student's answer with the words that are contained within sample essays originating from individual scoring categories. A theory of this method is that outstanding essays would have higher similarity in the choice of words being used. This is especially true when two VSM-derived characteristics were utilised that includes the maximum cosine similarity as well as the cosine similarity related to the top scoring category. Furthermore, this technique has been used by Higgins et al. (2006) in order to discover the off-topic essays by students, though comparing the word based IV originating from an essay to an RV built from a series of essays that are on-topic. The essay is considered to be off-topic if the difference is more significant compared with a pre-defined threshold. Zechner and Xi (2008) also used VSM to assess whether content was relevant or not when marking work by non-native English speakers, while Xie et al. (2012) examined the viability of VSM methods for automated speech grading. They used a more advanced ASR than Zechner and Xi, and determined that the VSM results correlated quite highly with human scores. This study aims to expand on the scope of existing studies by employing the cosine similarity.

METHODS
Firstly, we defined the language based on the model answer and created a vector for each subject area. Subsequently, these vectors are compared with each student submission to get the automated result (Figure 1).

Before creating the model answer vector, we run the standard NLP normalisation techniques including removing stop-word (Figure 2).
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Removing such words before processing reduced the noise from the collection and helped to increase the accuracy of the system. Moreover, it helps in the computational process, as we will be dealing with much smaller vectors.

We expand the result text by electing the most relevant synonyms for each word to be included in the composed vector. This step is crucial to capture a higher level of semantic. Therefore, if the same concept is formulated using different words, it still is considered toward the correct answer. The WordNet lexical database is used within the normalisation engine to extract the synonyms.

Finally, we normalise result texts by converting each word to its base form. Thus words like organise, organizes, and organising would be mapped to the same element in our vector. This will help in comparing the students' work to the model answer as they may use different forms of the same word to express the same idea. To accomplish this task, we apply Porter's algorithm.

We found that the aforementioned steps would greatly increase the accuracy of the results. We emphasise on this where we examine the similarity of each part of the document separately, before calculating the full document similarity. This approach helps the problem faced when marking the documents organisation, not only the document content. At this stage, we consider only three parts of the document, the abstract, document body, and the conclusion. We use these parts as they are clearly mentioned in the question description. We used a linear function for combining these similarities with weighting factors for each part.

**EXPERIMENT AND RESULTS**

To test our approach, we selected eight essays from two different knowledgeable areas. Each essay was assigned to two independent human assessors to mark it. The human marks are then compared with the marks generated by our systems.

<table>
<thead>
<tr>
<th>Essay number</th>
<th>Knowledge area 1</th>
<th>Knowledge area 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Essay number</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>hVec</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>mVec</td>
<td>73</td>
<td>79</td>
</tr>
<tr>
<td>humanAvg</td>
<td>86</td>
<td>88</td>
</tr>
</tbody>
</table>

Two automated runs are computed:

1) hVec, where we use one vector to represent the model document and the students' essays.

2) mVec, where we represent each document with multi vectors, one vector for each part of the document.
We compared both automated runs with the average of the two human marks, humanAvg (Table 1). As can be seen in (Figure 3) the multi vector model, mVec, is much closer to human judgment, which gives a more reliable and accurate indication.

CONCLUSION

This paper has given an account of, and the view for the widespread use of automated scores techniques. In this investigation, the aim was to assess the methods used in the automated scoring systems. Our system showed that normalisation and considering document structure gave a noticeable improvement in the results. The normalisation process was an important factor, which reduced noise in our data. Using document structure to compare with model answers instead of evaluating the whole document at once resulted in an increasing accuracy. For future work, we plan to improve our approach by investigating more ways to represent the document structure. We also plan to apply our methodology in different languages (e.g. Arabic).
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